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Abstract

This paper describes the construction of an integrated preshower within the RD3 liquid argon accordion calorimeter. It has a stereo view which enables the measurement of two transverse coordinates. The prototype was tested at CERN with electrons, photons and muons to validate its capability to work at LHC (Energy resolution, impact point resolution, angular resolution, $\pi^0/\gamma$ rejection).
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1 Introduction

The RD3 collaboration is pursuing a project towards the construction of a liquid argon electromagnetic calorimeter with accordion geometry for the ATLAS detector at LHC [1]. In previous papers [2], it has been shown that such a calorimeter ("2m prototype") can achieve a good energy resolution with small local constant term, 

\[
\frac{\sigma_E}{E}(\%) = \frac{(9.99 \pm 0.29)}{\sqrt{E(\text{GeV})}} \oplus (0.35 \pm 0.04) \oplus \frac{(282.2 \pm 16.9)}{E(\text{MeV})}
\]

good uniformity (69 ± 0.05 % over 1 m²), and good impact point resolution 

\[\sigma_\eta(\text{mm}) = \frac{(4.70 \pm 0.05)}{\sqrt{E(\text{GeV})}} \oplus (0.210 \pm 0.015)\]

with cells of size \(\Delta \eta \times \Delta \phi = 0.01764 \times 0.01964\).

The decay \(H^o \rightarrow \gamma \gamma\) \((m_{H^o} \approx 100 \text{ GeV})\) gives the toughest constraint on the electromagnetic calorimeter, especially on the direction measurement. Due to the spread of vertices along the beam direction \((\sigma_z \simeq 5.5 \text{ cm})\) and to the mean number of events per crossing \((23 \text{ at a luminosity of } 10^{34}\text{cm}^{-2}\text{s}^{-1})\), the \(z\) vertex coordinate of Higgs events has to be reconstructed with the calorimeter. In the azimuthal plane \((\phi)\), the small width of the proton beams \((\leq 30 \mu\text{m})\) gives an additional point to the calorimeter one. To achieve an angular measurement which does not degrade the Higgs mass resolution, two points in \(\eta\) and one in \(\phi\) at least, have to be measured by the calorimeter.

In order to preserve the calorimeter performance in the context of a complete detector (including inner tracking and solenoid in front) and to have good \(\gamma/\pi^0\) rejection, the RD3 collaboration has tested with success a highly granular preshower [3][4]; this preshower is called "separate" because it is physically another piece of detector mounted in front of the calorimeter inside the cryostat. The first layer of sensitive liquid argon is after 2 \(X_o\) and has cells of size \(\Delta \eta \times \Delta \phi = 0.08 \times 0.0025\). The second one is after 3 \(X_o\) and has cells of \(\Delta \eta \times \Delta \phi = 0.0025 \times 0.08\). Each layer measures an impact point of electrons in \(\eta\) or \(\phi\) with a precision of 0.3 to 0.4 mm at 50 GeV. Combining the informations from the two layers, \(\pi^o\) with \(p_T = 50\text{ GeV}\) are rejected by a factor greater than 3 (photon efficiency of 90 %) with little dependence on the configuration of disintegration in the \((\eta, \phi)\) plane. Adding the measurement of the front sampling of the calorimeter behind the preshower, a good angular resolution of 3.5 mrad at 50 GeV is obtained.

The GEM collaboration [8] decided to integrate the preshower within the calorimeter and privileged the \(\eta\) direction since only one more point in \(\eta\) is needed to reconstruct the invariant mass of the decay \(H^o \rightarrow \gamma \gamma\). It has a depth of a few \(X_o\) in order to measure precisely the position of the shower and its lateral extension, leaving most of the energy in the second compartment to measure a second point with the same accuracy as in the '2m prototype'. Small strips \((4.7 \text{ mm wide in } \eta)\) are made on the electrodes and 24 strips in \(\phi\) are connected together so that the number of cells in the front sampling \((\Delta \eta \times \Delta \phi = 0.004 \times 0.156)\) is equal to the number of the middle one \((\Delta \eta \times \Delta \phi = 0.026 \times 0.026)\). In such a system, the first sampling acts like an "integrated" preshower aligned naturally with the other part of calorimeter, an important fact for the direction measurement. The low granularity in \(\phi\) is compensated by the high one in \(\eta\) to keep acceptable the \(\pi^o/\gamma\) rejection factor. Such a prototype filled with liquid krypton was tested and gave a resolution in the \(\eta\) direction of 4.5 mrad at 50 GeV for electrons [7].

As with a separate preshower, it is interesting to measure precisely both directions while keeping the advantages of an integrated device. First, most \(\pi^o\) in any configuration in the \((\eta, \phi)\) plane can be rejected. Second, within the ATLAS detector [9], the solenoid in front of the calorimeter separates photons from electron bremsstrahlung in the \(\phi\) direction. These photons can be disentangled if the calorimeter has a good granularity in the \(\phi\) direction. These facts led us to design and build a "UV" preshower which measures two stereo views of electromagnetic showers.
2 Calorimeter setup

2.1 Principles of the stereo integrated preshower

As shown with the GEM prototype, the granularity of the calorimeter can be increased in \( \eta \). But, because of the accordion geometry in \( \phi \), the minimal size of the cells in \( \phi \) is limited by the amplitude of the accordion waves. For the RD3 prototype, it covers three layers of two liquid argon gaps which leads to \( \Delta \phi = 3 \times 2\pi / 960 \). This constraint was bypassed by making cells measuring a linear combination of \( \eta \) and \( \phi \).

The \( u \) and \( v \) coordinates are defined as related to \( \eta \) and \( \phi \) by the following equations:

\[
\begin{align*}
  u &= (\eta - \rho \phi) / \sqrt{1 + \rho^2} \\
  v &= (\eta + \rho \phi) / \sqrt{1 + \rho^2}
\end{align*}
\]

where \( \rho \) is a free parameter. The combination of the independent measurements of \( u \) and \( v \) (Fig. 1) yields \( \eta \) and \( \phi \) with errors

\[
\begin{align*}
  \sigma_{\eta}^2 &= (\sigma_u^2 + \sigma_v^2) \frac{1 + \rho^2}{4} \\
  \sigma_{\phi}^2 &= (\sigma_u^2 + \sigma_v^2) \frac{1 + \rho^2}{4\rho^2}
\end{align*}
\]

which implies that \( \rho \) should be close to 1 in order to have comparable precision in both direction.

In order to measure \( u \) and \( v \), strips with special arrangement are drawn on the first compartment of the electrodes (Fig. 2). Since the border moves in \( \phi \) with depth in the calorimeter because of the accordion shape, it changes in \( \eta \) too.

Each coordinate is measured by its corresponding type of electrodes: \( U \) or \( V \) electrodes have strips with borders constant in \( u \) or \( v \) to measure the \( u \) or \( v \) coordinate. The \( U \) and \( V \) electrodes are interleaved in the transverse plane (\( \phi \)) in order to share the information given by the electromagnetic shower.

Since the strips on the electrodes are much smaller (M times) than the cells of the '2m prototype', several \( U \) or \( V \) strips are connected together to keep a reasonable number of channels. Successive \( U \) or \( V \) electrodes are separated in \( \phi \) by an angle of \( 2\times 2\pi / 960 \). To connect a strip to the corresponding one on the next electrode of the same type, the following constraint [5] appears:

\[
\rho = n \frac{\Delta \eta N_{\text{tot}}}{M \times 4\pi}
\]

with \( \Delta \eta \) being the size of the cells in \( \eta \) of the '2m prototype' (\( \Delta \eta = 0.01764 \), \( N_{\text{tot}} \) the total number of electrodes extrapolated to a full circle (\( N_{\text{tot}}=960 \)) and \( n \) the distance, in strip unit, between the connected ones on the electrode (Fig. 3). In the context of RD3, to have a good \( \pi^0 / \gamma \) separation (\( M=4 \)) and to make \( \rho \) close to 1, we chose \( n=3 \) and obtained \( \rho = 1.0107 \). The following sections will show the modifications of the UV electrodes compared to the electrodes of the '2m prototype' [2].

2.2 Electrodes with small strips

To have a good \( \pi^0 / \gamma \) rejection at 50 GeV, the front sampling was chosen to be four times more granular than the middle one. This leads to a typical strip width as narrow as 5 mm for the strips. It is thus important to minimize the dead space between strips (no electric field). The space between high voltage strips is reduced to 0.5 mm (Fig. 4). But in order to have some tolerance when the two copper-plated kaptons are glued together, the space between signal strips is extended to 1 mm.

The transverse granularity of the middle (\( \Delta \eta \times \Delta \phi = 0.0176 \times 0.0196 \)) and back (\( \Delta \eta \times \Delta \phi = 0.0352 \times 0.0196 \)) samplings were not changed.

The depth of the first sampling is a compromise between the following requirements [6]:

- most of the energy should be contained in one sampling to minimize the contribution of the intercalibration between cells
• the recovery of the energy lost in front of the calorimeter is powerful if the electromagnetic shower is measured in the front sampling with the minimal development in it

• the $\pi^0/\gamma$ rejection increases with the depth until $6 \ X_0$

These requirements have led us to choose a front sampling of $4.6 \ X_0$, a second one of $12.8 \ X_0$ and the third one of $8 \ X_0$ at $\eta=0$. For simplicity sake, the frontiers between samplings are at constant radius.

2.3 High voltage supply to the front sampling

One of the main differences with the electrodes of the '2m prototype' is the high density of signal outputs on the front face of the calorimeter (4 times more). The lack of space forbids to bring directly high voltage to the front face. This problem is solved by bringing high voltage through resistive bridges from the middle sampling to the front one [8]. They are made of resistive ink deposited onto the copper high voltage layer. They are resistive to avoid cross talk between different samplings.

In the LHC environment, the continuous flow of electrons which are evacuated from the high voltage layer to the high voltage supply through these resistors could decrease the voltage of the outer copper layer. To avoid the induced decrease of the drift velocity of electrons and the charge collection, these resistors should not have too high values ($\leq 10 \ \text{M}\Omega$). The aim was to get resistances of 100 k\$\Omega$ but we reached only 10 k\$\Omega$. This fact increased the crosstalk between front and middle samplings.

2.4 Electronic connections

At the back of the electrodes, the design of the output signals of the middle and back samplings is the same as the standard RD3 electrodes (three consecutive cells in $\phi$ are connected together).

To have only twice more electronic channels in the first sampling than in the middle one, six strips U(V) with the same U(V) border were connected together following the rules presented in section 2.1. Figure 3 displays the connection scheme.

Pins are soldered onto the electrode outputs to extract the signal from each strip. The strips with the same U(V) borders are summed with summing cards. The first and last pins in $\phi$ are longer to reach the mother board and connect summing card to the motherboard. This layout needs a radial space of less than 3 cm.

The motherboard of the front face is a multilayer card. In the 1994 run, they were equipped with monolithic GaAs pre-amplifiers [10]. In the 1995 run, some of the motherboards were modified for silicon preamplifiers laying outside of the cryostat (0T) [11].

2.5 Test beam layout

A sector of the '2m prototype' has been modified to accommodate the new electrodes with the UV geometry. The UV sector covers $0.42 \leq \eta \leq 0.85$ and a $\Delta \phi = 0.157 \ \text{rad}$. It contains 188 channels in U, 188 in V, 192 in the middle sampling and 96 in the back one. The active part of the calorimeter begins at a radius of 1348 mm and ends at 1793 mm.

During 1994, this prototype was tested in the H8 beamline of the CERN SPS with electrons of energy between 10 to 200 GeV and with photon energies ranging from 10 to 100 GeV. Muons were also present in the 200 GeV beam of electrons.

The beam line was equipped with two fast scintillation counters used for the trigger, two slow scintillation counters in the beamline well before the calorimeter and three proportional wire chambers from which the impact point of the electron in the calorimeter was extrapolated.

Table 1 gives the depth of each sampling in $X_0$ at $\eta=0.67$ which is the studied point. In front of the preshower, there is $1.2 \ X_0$ ($\eta=0$) coming mainly from the iron of the wall of the cryostat (8 mm) and from the liquid argon (8.3 cm defined mainly by the space used by the summing cards and the preamplifiers) in front of the active part of the calorimeter.
3 Electronic noise and muon signal

3.1 Electronic noise

Pedestals and electronic noise are measured with random triggers during each run. The gains are measured with calibration pulses as already done for the '2m prototype'.

Table 2 presents the noise measured for cold (GaAs) and warm (outside the cryostat) preamplifiers for clusters of channels used for the energy analysis (see section 5). The high noise for the middle sampling with cold electronics was due to oscillations of the GaAs preamplifiers. The oscillations were cured for the 1995 testbeam run (12 MeV per cell for samplings U and V, 50 MeV and 52 MeV for the middle and back samplings mostly incoherent).

<table>
<thead>
<tr>
<th>Electronic</th>
<th>Sampling U</th>
<th>Sampling V</th>
<th>Mid. Sampling</th>
<th>Back Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>108 MeV</td>
<td>104 MeV</td>
<td>262 MeV</td>
<td>170 MeV</td>
</tr>
<tr>
<td>0T</td>
<td>120 MeV</td>
<td>145 MeV</td>
<td>180 MeV</td>
<td>235 MeV</td>
</tr>
</tbody>
</table>

Table 2: Noise contributions of the different samplings and different electronics

Table 3 shows the values of crosstalk measured with calibration pulses between neighboring cells in $\eta$. The crosstalk in $\phi$ was not measured and assumed to be negligible. An electrical simulation shows that the lateral crosstalk between strips is mostly capacitive. The crosstalk between front and middle samplings goes through the resistive ink. All the energies are corrected for the crosstalk effect in the following analysis. These corrections equalize the gains between U and V cells and make the observed shower width smaller (better $\pi^0/\gamma$ rejection).

<table>
<thead>
<tr>
<th></th>
<th>Samp U</th>
<th>Samp V</th>
<th>Middle Samp.</th>
<th>Back Samp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samp. U</td>
<td>1.8%</td>
<td>-</td>
<td>1%</td>
<td>0%</td>
</tr>
<tr>
<td>Samp. V</td>
<td>-</td>
<td>1.5%</td>
<td>1%</td>
<td>0%</td>
</tr>
<tr>
<td>Samp. Middle</td>
<td>0.5%</td>
<td>0.3%</td>
<td>0.5%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Samp. Back</td>
<td>0%</td>
<td>0%</td>
<td>0.5%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Values of crosstalk from columns to lines

3.2 Muon signal

In this section, we consider the muon signal in the UV sampling only. Muons are selected from the 200 GeV electron data, where the muon contamination is high ($\simeq 12\%$ of the events). The following selection criteria have been applied: the energy deposited in the front sampling (normalized to the electron energy) is lower than 25 GeV, one impact point per beam chamber is required and the three points fit a straight line with a good $\chi^2$. The cluster of energy of the muon is reconstructed as 2 cells in each sampling (U and V): the first cell is the one which is pointed to by the beam extrapolation
in the calorimeter ($\eta_{\text{beam}}$ or $\phi_{\text{beam}}$); the second cell is the next closest to the extrapolated beam impact point. The energy deposited by the muon in the front sampling is the sum of the energies reconstructed in the 4 cells (2U+2V). Figure 5 shows the muon energy compared to noise for the run at $\eta = 0.67$. The signal to noise ratio is measured to be 2.9 for a peaking time for the triangle of $\pm 45$ ns between 5 to 100%.

The $u$ and $v$ barycenters of the two cells are combined to compute the $\eta_{uv}$ and $\phi_{uv}$ coordinates of the muon. Figure 6 shows the two distributions $\eta_{uv} - \eta_{\text{beam}}$ and $\phi_{uv} - \phi_{\text{beam}}$ for muons; the position resolution in $\eta$ ($\phi$) is $\approx 1.9$ mm (1.7 mm) is very close to the width of the strips (6 mm) divided by $\sqrt{12}$. This is expected as most of the muon energy is deposited in one strip.

4 Shower profiles

4.1 Individual and mean lateral profiles.

Figure 7 shows a typical individual profile of a $\gamma$ of 100 GeV in the front sampling on U electrodes (see section 8).

In order to get mean profiles of the electromagnetic shower, we have proceeded in the following way. A histogram is made with a binning much smaller (by a factor of 5) than the actual strip width. For each event, the content of each strip, normalized to the total energy, is histogrammed as a function of the difference between the strip number and the barycenter of the shower. This allows us to unfold the beam spot width from the lateral one of the electromagnetic shower. The mean profile (Fig. 8) has been fitted with the function:

$$c \frac{1}{1 + \left(\frac{x - ca}{a}\right)^2}$$

The constant $a$, found to be equal to 0.70 in strip unit, is the ratio between the half width of the electromagnetic shower and the strip size. Since the strips in the front sampling have a width of the same order as the gap width between the absorber and the electrode (1.9 mm), the induced current on neighboring strips becomes significant. This spread effect has to be simulated in order that the Geant simulation gives a width ($a = 0.76 \pm 0.02$) compatible with the data. The impact point of the electron on the calorimeter can be measured precisely using the lateral distribution of the shower since its width is of the same order as the width of the strips.

4.2 Longitudinal profile

Figure 9 shows the sharing of the shower energy between the samplings for electrons of 200 GeV. There is about one third of the energy deposited in the preshower and most of the remaining in the middle sampling. At 10 GeV, two thirds of the energy are deposited in the front sampling. The barycenters in depth of the shower for the first two samplings were estimated, with simulation, to be at radii of 1.41 and 1.51 m.

The agreement between data and simulation is not totally satisfactory especially for tails in the two samplings. This disagreement will be discussed in the following sections.

5 Energy resolution and linearity

The total energy is defined as the sum of the energies of the clusters of each sampling. The U and V clusters are the 11 contiguous cells (same size as the middle sampling) centered on the most energetic one in $\eta$ ($S_{u11}$+$S_{v11}$). The common zone covered by the U and V clusters has the same size as the nonet of the middle sampling. The cluster of the middle sampling is a nonet of cells centered on the most energetic one ($S_{\text{mid}}$). The cluster at the back is just behind the cluster of the middle sampling and contains 2 $\eta \times 3 \phi$ cells ($S_{\text{back}}$).
It exists a strong anticorrelation between the total energy and the energy deposited in the front sampling (U+V) (Fig. 10). When the energy in the preshower is large, it means that the electromagnetic shower started at the beginning of the calorimeter and lost some energy during its travel across 'dead' matter in front.

One can compensate for this loss by multiplying the energy deposited in the UV sampling by a factor $1+\alpha$. For the data, the fitted value is $\alpha=0.14$ for all energies. The total energy of the shower is computed as:

$$E = (1 + \alpha)(Su11 + Sv11) + S_{mid.} + S_{back}$$

The disagreement between simulation ($\alpha=0.09$) and data for the slope could be explained by an inaccurate simulation of the shower development and an underestimation of the matter in front of the active part of the calorimeter (at least 0.3 $X^0$ in the beam line is neglected in the simulation).

### 5.1 Geometrical corrections to energy measurement

The corrections to the $\eta$ and $\phi$ modulations which will be applied to the energy measurement are similar to those of an accordion calorimeter without integrated preshower [2].

Figure 11 shows the dependence in $\phi$ (amplitude $\pm 1\%$) of the total energy. The shape can be parameterized with sinusoidal functions of periods submultiple of the middle sampling cell size:

- 1 which corresponds to the fact that, at the edge of the central cell, less energy is contained in the nonet than at the middle of the cell
- 1/3 and 1/6 which correspond to the period in the distribution of matter with the accordion geometry
- 2/3 which is the period of U or V electrodes (zone of containment is different)

The first two periods already exist in the '2m prototype' and the last one is specific to the UV geometry. Figure 11 shows the dependence in $\eta$ (amplitude of $\pm 0.5\%$): as in the case of $\phi$, more energy is contained when the particle hits at the center of the central cell of the nonet in $\eta$. A parabolic correction is applied to correct the $\eta$ dependence.

### 5.2 Energy resolution and linearity

Electrons of good quality were selected by requiring a minimum energy deposited in the four scintillators and only one point seen in each beam chamber. The energy beam spread was unfolded (0.287 % at 200 GeV). For the fit of the energy resolution (Fig. 12), the contribution of the noise term was fixed at the value measured with random triggers.

The fits give the following results with the electronic noise fixed at the values of table 2:

$$\frac{\sigma_E}{E}(\%) = \frac{(11.62 \pm 0.10)\text{GeV}^{1/2}}{\sqrt{E}} \oplus (0.0 \pm 0.15)$$

For the energy resolution, data and simulation are in agreement when the corresponding values of $\alpha$ are used. The sampling and constant terms are comparable to the one previously published [2].

For the study of the linearity, the corrections determined at 200 GeV were applied at all other energies. Figure 13 shows the ratio of the measured energy to the real energy and the same normalized to the same ratio in the Geant simulation. The ratios have been normalized to 1 for electrons of 200 GeV. The data point are within the mean beam momentum uncertainty ($\Delta P/P=25\%/P(\text{GeV}) \oplus 0.5\%$) except at low energy. The simulation reproduces these nonlinearities at low energy within the beam energy uncertainty.
6 Position and direction resolutions

6.1 Evaluation of the resolution

For a given sampling in depth $S_i$, the resolution in position is evaluated from the comparison between the predicted impact point according to the beam chambers $(x_{BC}^{S_i},y_{BC}^{S_i})$ of the incident particle with the measured position of the shower $(x_{\text{calo}}^{S_i},y_{\text{calo}}^{S_i})$:

The predicted impact point is extrapolated with the line fitted to the points measured in the three beam chambers $(\sigma_{x,y} \approx 100\mu m)$. The extrapolation was calculated at a radius corresponding to the average longitudinal shower position as computed by simulation for each sampling.

If we consider a cluster of $\pm N$ strips located around the most energetic one, the impact point position is given by the barycenter of the energies measured in the strips. In the case of UV strips, a cluster size of $\pm 1$ strip around the most energetic one has been considered because it gives a good resolution (Fig. 14) with a small number of channels.

6.2 Resolution in position in the UV sampling.

Concerning the UV sampling, the U (V) strips were considered separately with respect to the beam extrapolation. We have corrected the obtained distributions for effects like the clusterization, S-shape effect (Fig. 15) at 200 GeV. The correcting functions are of the form:

$$w_{\text{corr}} - w = a_1 + a_2 \times w_{\text{cell}} + a_3 \times w_{\text{cell}}^2 + a_4 \times w_{\text{cell}}^3$$

where $w$ stands for $u$ or $v$ barycenters in cell units, $w_{\text{cell}}$ is the barycenter position in the central $u$ ($v$) cell. In the Monte Carlo, the correction factors are similar and describe a purely geometrical effect.

After these corrections, there remains a structure in the difference $\Delta w = w_{\text{beam}} - w_{\text{corr}}$ (Fig. 16) versus $\phi_{uv}$ ($\phi_{uv}$ reconstructed from $u$ and $v$ measured in the first sampling).

The additional correction functions are fitted on the data at 200 GeV:

$$a_1 \times w_{\text{mod}} + a_3 \quad \text{if} \quad w_{\text{mod}} < w_0$$

$$\beta \times \frac{T - w_{\text{mod}}}{T - w_0} + a_3 \quad \text{if} \quad w_{\text{mod}} \geq w_0$$

where $T$ is the U (V) electrode period: $T = \frac{2}{3} \times \Delta \phi = \frac{2}{3} \times 0.0196$ rad; $w_0$ is the sub-period inside the cell: $w_0 = \frac{2}{3} \times T$ for $v$ and $w_0 = \frac{1}{3} \times T$ for $u$; $w_{\text{mod}}$ is the position of $w$ expressed in fraction of $T$ unit.

This modulation in $\phi$ due to the geometrical arrangement of the calorimeter is reproduced by the simulation. However it has a smaller amplitude probably due to some mechanical effects and/or a bad description of the induced current on the UV electrodes in the corners of the accordion shape.

The correction functions determined at 200 GeV, are used to correct data at all energies. Impact point resolutions of $\eta$ or $\phi$ measured with the UV preshower, are obtained from the distributions of figures 17 where are plotted $d\eta = \eta_{uv} - \eta_{\text{beam}}$ and $d\phi = \phi_{uv} - \phi_{\text{beam}}$. The beam chamber extrapolation resolution (300 $\mu$m at 200 GeV) is subtracted in order to obtain the calorimeter resolution. Figure 18 shows the impact point resolution as a function of the energy.

The fitted function are:

- for $\eta$

$$\sigma_\eta(\text{mm}) = \frac{(1.8 \pm 0.1)}{\sqrt{E(\text{GeV})}} \oplus (0.179 \pm 0.009) \oplus \frac{(7.7 \pm 0.4)}{E(\text{GeV})}$$

- for $\phi$

$$\sigma_\phi(\text{mm}) = \frac{(2.2 \pm 0.1)}{\sqrt{E(\text{GeV})}} \oplus (0.163 \pm 0.01) \oplus \frac{(4.8 \pm 0.6)}{E(\text{GeV})}$$
The term proportional to $1/E$ is due to the fact that the fraction of energy deposited in the UV sampling is not constant with the momentum of the electron, due also to multiple scattering in the cryostat and, to a lesser extent, to electronic noise.

The simulation predicts a resolution in $\eta$ and $\phi$ better than 200 $\mu$m compared to 250 $\mu$m in the data at 200 GeV. The positioning of the electrodes (250 $\mu$m precision) might explain the small degradation.

At low energy, the position resolution is worse in the data than in the simulation. It might come from a bad description of the shower in the simulation (multiple scattering) as already mentioned in section 5.

6.3 Resolution in position in the middle sampling.

The resolution in $\eta$ and $\phi$ has also been evaluated for the middle sampling. The barycenter of the nonet centered on the most energetic cell is used. The distributions have been corrected for the S-shape in $\eta$ and for the observed structure in $\phi$ (see Fig. 19). The S-shape has been corrected with the function:

$$\eta_{\text{corr}} - \eta_{\text{cell}} = \delta\eta - p_1 + \frac{0.5 \times \Delta \eta_{\text{cell}}}{\tan^{-1}(0.5 \times \Delta \eta_{\text{cell}}/p_2)} \tan^{-1}\left((\delta\eta + p_3, \delta\eta^2)/p_2\right)$$

where $\eta_{\text{cell}}$ being the barycenter in $\eta$ in the middle sampling, $\eta_{\text{mid}}$ being the middle of the cell in radian, $\Delta \eta_{\text{cell}}$ is the width of the cell in rapidity unit (0.01764) and $\delta\eta = \eta_{\text{cell}} - \eta_{\text{mid}}$ i.e. the position inside the cell. The coefficients $p_i$ are fitted to the data at 200 GeV.

The $\phi$ correction is of the form:

$$\phi_{\text{corr}} - \phi_{\text{cell}} = p_1 + p_2, \delta\phi + p_3, \delta\phi^2$$

with $\delta\phi$ the position inside the cell. This correction is not symmetric around the center of the cell because of the accordion geometry: it is a convolution of the development of the electromagnetic shower with the border of the cell which depends on the depth of the calorimeter. Figure 20 presents the results:

- for $\eta$
  $$\sigma_\eta(\text{mm}) = \frac{(5.8 \pm 0.1)}{\sqrt{E(\text{GeV})}} \oplus \frac{(0.0 \pm 0.02)}{E(\text{GeV})} \oplus \frac{(30 \pm 0.5)}{E(\text{GeV})}$$

- for $\phi$
  $$\sigma_\phi(\text{mm}) = \frac{(5.5 \pm 0.1)}{\sqrt{E(\text{GeV})}} \oplus \frac{(0.218 \pm 0.02)}{E(\text{GeV})} \oplus \frac{(24 \pm 0.5)}{E(\text{GeV})}$$

The $1/E$ term has the same origin as for the UV resolution. The position resolution in the middle sampling is better than 1 mm, for electrons with $E_T=50$ GeV, both in $\eta$ and $\phi$. This can be compared to the 0.4 mm obtained for the front sampling. The resolution of the middle sampling is comparable to the one of the first sampling of the `2m prototype`[2].

7 Angular resolution

The angular resolution is obtained by comparing the beam direction with the one measured by the calorimeter when combining the information coming from the UV preshower and the middle sampling. The effect of the beam divergence ($<3$ mm/10 m = 0.3 mrad) is negligible compared to the angular resolution of the calorimeter ($\approx 0.5$ mm/10 cm = 5 mrad). The level arm is $\Delta R = R_{\text{middle}} - R_{\text{uv}}=0.1$ m ($R_{\text{uv}}=1.41$ m and $R_{\text{middle}}=1.51$ m).

Figure 21 presents the angular resolution:
The angular resolution is dominated by the resolution of the middle sampling (1 mm at 50 GeV compared to 275 μm for the front sampling). Since the back sampling lays after 23.2 X₀, it does not contain enough energy to improve the middle resolution by combining its measurement to the other samplings.

In conclusion, the precision on the electromagnetic shower direction, determined with the calorimeter information only, is equal to 8 mrad at 50 GeV and is better than 6 mrad above 100 GeV.

8 π⁰/γ separation

In this section, we estimate the π⁰/γ rejection using photons from test beam data. The π⁰ sample is a combination of two photon events with the right kinematic properties and a total pₜ of 50 GeV (or Eπ⁰ = 60 GeV at η=0.67).

Figure 22 shows the test beam setup to obtain photons. A 0.1 X₀ layer of aluminum is used as a radiator. The electrons are then deviated by a magnetic field to separate them from the photons. Events with several photons are more frequently converted in a 1 X₀ layer of lead than with one photon (the converted photons are vetoed by the scintillator S2). This property enables us to enrich the sample of ‘single’ photon events. According to the simulation, a purity of 80% of single photon events is obtained in an energy range from 5 to 60 GeV.

Neutral pions are then constructed by choosing randomly a pair of photons satisfying:

- Eγ₁ + Eγ₂ = 60 ± 4 GeV
- d₁γ₂ = Ruv - mπ⁰ / √(Eγ₁, Eγ₂) ± 250 μm

where Eγ₁ and Eγ₂ are the energies of the photons and d₁γ₂ is the distance between the two photons extrapolated at Ruv. The window in d₁γ₂ is tight because d₁γ₂ is the key parameter for the separation between two clusters.

These π⁰ events are weighted to get uniform distributions of ΔE = Eγ₁ - Eγ₂ and ΔR = √Δη² + Δϕ². Weights are close to one except when |ΔE| > 50 GeV (low statistics due to low efficiency of the setup for low energy photons).

Since the shower made by two photons separated by ≈ 6 mm, is larger than the one of a single photon, the used criterion RUV is the ratio of the energy contained in the two most energetic contiguous U and V cells compared to the sum of the 17 U and 17 V cells centered on the most energetic ones (Fig. 23). It is not more powerful to compare separately U and V ratio. Figure 24 gives:

- rejection factors using events over all the |ΔE| range (optimistic method)
- rejection factors under assumption that it is not possible to reject π⁰ with |ΔE| > 50 GeV (conservative method)

The rejection power is underestimated due to the increase of the electronic noise by a factor √2 since two uncorrelated events are superimposed. This effect can modify the result only for low energy photons which have already been said to be problematic for the rejection factor.

In conclusion, the rejection factor π⁰/γ with pₜ=50 GeV, is better than 4 for an efficiency of 90 %.
9 Conclusion

The results from testbeam data have shown that it is possible to integrate a stereo preshower without degrading the performance of the '2m prototype'(RD3). The energy resolution has the same sampling factor and a similar constant term. The impact point of an electron with an energy of 50 GeV is measured to 0.4 mm in the front sampling and 1 mm in the middle sampling. The angular resolution for an electron of 50 GeV is 9 mrad. The $\pi^+$/\gamma rejection factor at $p_T=50$ GeV was measured to be better than 4 for an efficiency of 90 %.
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