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using the Central Laser Facility
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ABSTRACT. The Pierre Auger Observatory in Malargle, Argentina, sgleed to study the prop-
erties of ultra-high energy cosmic rays with energies abt®}€ eV. It is a hybrid facility that
employs a Fluorescence Detector to perform nearly calaicnmeasurements of Extensive Air
Shower energies. To obtain reliable calorimetric infolimafrom the FD, the atmospheric condi-
tions at the observatory need to be continuously monitortethg data acquisition. In particular,
light attenuation due to aerosols is an important atmosplerrection. The aerosol concentration
is highly variable, so that the aerosol attenuation neede tevaluated hourly. We use light from
the Central Laser Facility, located near the center of treenkatory site, having an optical signa-
ture comparable to that of the highest energy showers @etdgtthe FD. This paper presents two
procedures developed to retrieve the aerosol attenuationm@scence light from CLF laser shots.
Cross checks between the two methods demonstrate thatsrésuh both analyses are compati-
ble, and that the uncertainties are well understood. Thesanements of the aerosol attenuation
provided by the two procedures are currently used at theePharger Observatory to reconstruct
air shower data.
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1. Introduction

Direct measurements of primary cosmic rays at ultra-higtrgies (above 18 eV) above the at-
mosphere are not feasible because of their extremely low Tine properties of primary particles
— energy, mass composition, arrival direction — are deddiced the study of cascades of sec-
ondary particles of Extensive Air Showers (EAS), origingtfrom the interaction of cosmic rays
with air molecules. The Pierre Auger Observatdry [1] in Attiea (mean altitude about 1400 m
a.s.l.) combines two well-established techniques: théaSerDetector, used to measure photons
and charged particles produced in the shower at ground; neeFluorescence Detector, used to
measure uorescence light emitted by air molecules exdigdecondary particles during shower
development. The Fluorescence Detector (AD) [2] consis&tdelescopes located at four sites
around the perimeter of the Surface Detector (SD) arrays ¢inly operated during clear nights
with a low illuminated moon fraction. The eld of view of a gife telescope is 30in azimuth,
and 1.5 to 30 in elevation. Each FD site covers 18@ azimuth. The hybrid feature and the large
area of 3000 krhof the observatory enable the study of ultra-high energyniosays with much
better precision and much greater statistics than anyquewéxperiment.

The uorescence technique to detect EAS makes use of thesgtmeoe as a giant calorimeter
whose properties must be continuously monitored to ensusdiable energy estimate. Atmo-
spheric parameters in uence both the production of uosss® light and its attenuation towards
the FD telescopes. The molecular and aerosol scatterirgggses that contribute to the overall
attenuation of light in the atmosphere can be treated segbartn particular, aerosol attenuation of
light is the largest time dependent correction appliedrdugir shower reconstruction, as aerosols
are subject to signi cant variations on time scales aliéts one hour. If the aerosol attenuation is
not taken into account, the shower energy reconstructibiaged by 8 to 25% in the energy range
measured by the Pierre Auger Observatdfy [3]. On averade, @0all showers have an energy
correction larger than 20%, 7% of showers are corrected by than 30% and 3% of showers are
corrected by more than 40%. Dedicated instruments are oseditor and measure the aerosol
parameters of interest: the aerosol extinction coef ciagt(h), the normalized differential cross
section — or phase functionP{qg), and the wavelength dependence of the aerosol scatteang, p
rameterized by the Angstrom coef ciept

At the Pierre Auger Observatory, molecular and aerosotestiag) in the near UV are measured
using a collection of dedicated atmospheric monitpls [3je©f these is the Central Laser Facility
(CLF) [H] positioned close to the center of the array, as showFig.[]. A newly built second
laser station, the eXtreme Laser Facility (XLF), positidm®rth of the CLF, has been providing an
additional test beam since 2009. The two systems produi®atald 355 nm vertical and inclined
laser shots during FD data acquisition. These laser fiasiliire used as test beams for various
applications: to calibrate the pointing direction of tel@ses, for the determination of the FD/SD
time offset, and for measuring the vertical aerosol opfitegitht .¢(h) and its differentialaze(h).

An hourly aerosol characterization is provided in the FDd @f view with two independent ap-
proaches using the same CLF vertical laser events. In thefuteme, those approaches will be
applied to XLF vertical events. The FRAM robotic telescopesed for a passive measurement of
the total optical depth of the atmosphere, the horizontahattion monitors (HAM) at two of the
FD sites are used to characterize the optical propertidsecdtimosphere close to the ground.
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Figure 1: Map of the Pierre Auger Observatory in Argentinatdrepresent SD stations, which
are separated by 1.5 km. The green lines represent the elitof of the six telescopes of each
of the four uorescence detectors at the periphery of the 8ByaThe position of the atmospheric
monitoring devices is shown.

In addition to the CLF and XLF, four monostatic LIDARS [5] afwlr Infrared Cloud Cam-
eras [p] — one at each FD site — are devoted to cloud and aerosatoring. During FD data
acquisition, the LIDARs continuously operate outside tie €ld of view and detect clouds and
aerosols by analyzing the backscatter signal of a 351 nnegléser beam. The cloud cameras use
passive measurements of the infrared light and providetargiof the eld of view of every FD
telescope every 5 minutes.

To measure the Aerosol Phase Function (APF), a Xenon aslp latrtwo of the FD sites
res a set of ve shots with a repetition rate of 0.5 Hz once gvbour [7]. The shots are red
horizontally across the eld of view of ve out of the six tedeopes in each building. The resulting
angular distribution of the signal gives the total scatiggphase functio®(q) as a function of the
scattering angle.

In this paper, we will describe the analysis techniques tsedtimate aerosol attenuation from
CLF laser shots. In Sefl. 2 we will review atmospheric attéonalue to aerosols and molecules.
In Sec.[B, we will discuss the setup, operation and calimatf the CLF. Sec[]4 contains the
description of the two analysis methods used to estimatea¢hesol attenuation. Comparisons
between the two methods and conclusions follow in Sec. §Jand 6

2. Atmospheric Attenuation

Molecules in the atmosphere predominantly scatter, rdfiaerabsorb, uorescence photons in the
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UV rangé. Molecular and aerosol scattering processes can be tregpedately. In the following,
the term “attenuation” is used to indicate photons that eattered in such a way that they do not
contribute to the light signal recorded by the FD. The mdicand aerosol attenuation processes
can be described in terms of atmospheric transmission ci@gits Tmei(/ ;S) and Tael! ;9), indi-
cating the fraction of transmitted light intensity as a fiime of the wavelength and the path
lengths. The amount of uorescence light recorded at the FD apett(ires) can be expressed in
terms of the light intensity at the sourtg/ ;s) as

I(I ;9= 1lo(l;9) Tmo(l;9) Taedl ;9 (1+ H:0:) i—\;)v; (2.1)
where H.O. are higher order corrections due to multipletedag and &Vis the solid angle sub-
tended by the telescope aperture as seen from the lightesourc

An accurate measurement of the transmission factors ddateyacquisition is necessary for
a reliable reconstruction of the shower and for proper nreasents of the physical properties
of the primary particle (energy, mass composition, etc).ilgitne molecular transmission factor
Tmol(! ;) can be determined analytically once the vertical pro lesathospheric temperature,
pressure, and humidity are known, the aerosol transmisaaor T,/ ;S) depends on the aerosol
distribution nge(r; h), wherer is the aerodynamic radius of the aerosols hrnslthe height above
the ground.

The molecular transmission fact®q(/ ;) is a function of the total wavelength-dependent
Rayleigh scattering cross sectiemq(/ ) and of the density pro le along the line of sightin

atmosphereém(s), Z

Tmai(l ;9) = exp Smol(/ ) Nmoi(8) ds : (2.2)
The Rayleigh scattering cross sect®qg(/ ) is

24703 ng\ir 1
N2l 4 nZ +2

Smol(l ) = Fair(1 ); (2.3)

whereNs is the atmospheric molecular density, measured in molequée m 3, ny; is the refrac-
tive index of the air, andr,;; is the King factor that accounts for the anisotropy in thetteciag
introduced by the non-sphericabNO, molecules [[8].

The atmospheric density pro le along the line of sigite(s) is calculated using altitude-
dependent temperature and pressure pro les,

Nmol(S) = N_S %; (2.4)

whereN, is Avogadro's number anRis the universal gas constant.

Temperature, pressure and humidity vertical pro les of #timosphere were recorded from
August 2002 to December 2010 by performing an intensive eggnof radiosonde measurements
above the site of the Pierre Auger Observatdly [9]. A set ¢ deas taken about every 20 m

1The most absorhing atmospheric gases in the atmosphereane and N@. In the 300 to 400 nm range, the
contribution of their absorption to the transmission fimeis negligible BB].
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during the ascent. The balloons were able to reach altitati@s km a.s.l. on average. Vertical
pro les are complemented by temperature, pressure anddityndata from ve ground-based
weather stations. The measured pro les from these launiches been averaged to form monthly
mean pro les (Malargiie Monthly Models) which can be usecdhia simulation and reconstruction
of showers [[9[]3]. Currently, the Global Data Assimilatiops&m (GDAS) is used as a source
for atmospheric pro les. GDAS combines measurements anecésts from numerical weather
prediction to provide data for the whole globe every threarbo For the location of the Pierre
Auger Observatory, reasonable data have been availalde dime 2005. Comparisons with on-
site measurements demonstrate the applicability of treefdagir shower analysef J10].

Aerosol scattering can be described by Mie scattering thétowever, it relies on the assump-
tion of spherical scatterers, a condition that is not alwfayfed. Moreover, scattering depends
on the nature of the particles. A program to measure the diroes and nature of aerosols at
the Pierre Auger Observatory is in progress and alreadyusext rst results, but more study is
needed[[11]. Therefore, the knowledge of the aerosol tresssom factorT.e(/ ;) depends on
frequent eld measurements of the vertical aerosol optilegitht ,e(h), the integral of the aerosol
extinctionaae(2) from the ground to a point at altitudeobserved at an elevation anglg, assum-
ing a horizontally uniform aerosol distribution (cf. F{g, 4

Zy
Tae(! ;h) = exp . aae(2)dz=sinj 2 = exp[ (tae(h)=sinj 2)]: (2.5)

Hourly measurements dfe(h) are performed at each FD site using the data collected frem th
CLF.

Figure 2: The vertical pro le of the molecular optical de@th355 nm (dots), shown together with
the measured vertical pro les of the aerosol optical deptbase of high, average, and low aerosol
attenuation of the light. Height is measured above the gfoun

Similar to the aerosol transmission factor, the molecutangmission factor for UV light at
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355 nm can be calculated using the same geometry,
Tmoi(h) = exp[  (tmoi(h)=sinj 2)]: (2.6)

In Fig. [2, the vertical pro le of the molecular optical deptho(h) is compared with measured
aerosol pro lestae(h) (Eq. [2.5) in case of high, average and low aerosols attemuati light

in the air. We de ne “high” aerosol attenuation wheg,(5km) > 0:1, “average” when @4 <
tae5km) < 0:05 and “low” whent z¢(5km) < 0:01. Considering an emission point P1 at an al-
titude of 5 km and a distance on ground of 30 km from the FD, th&ted high, average and low
values correspond to transmission factorg@f< 0:54, Q73< Taer< 0:78 andT,er> 0:94, respec-
tively. The steps seen in thge, pro les are due to multiple aerosol layers at differenttatiies.
For the calculation of the molecular optical depth pro legmthly averaged temperature, pressure,
and humidity pro les for the location of the Observatory wersed. The 12 resulting,q pro les
were averaged, the uctuations introduced by the varyimgaspheric state variables throughout
the year are very small, comparable to the size of the pairfEg2. On the other hand, the aerosol
attenuation can vary between clear and hazy conditionsnwittiew days, making the constant
monitoring of the aerosol optical depth necessary.

3. The Central Laser Facility

The Central Laser Facility, described in detail elsewhdtegenerates an atmospheric “test beam”.
Brie y, the CLF uses a frequency tripled Nd:YAG laser, catthardware and optics to direct a
calibrated pulsed UV beam into the sky. Its wavelength of 88bis near the center of the main
part of the nitrogen uorescence spectrum|[12]. The spéginaty of the beam delivered to the
sky is better than 99%. Light scattered from this beam presluacks in the FD telescopes. The
CLF is located near the middle of the array, nearly equidisteom three out of four of the FD
sites, at an altitude of 1416 m above sea level. The distandbg Los Leones (located 1416.2 m
above sea level), Los Morados (1416.4 m), Loma Amarilla 6147n) and Coihueco (1712.3 m)
FD sites are 26.0 km, 29.6 km, 40 km, and 30.3 km, respectivelig. [3, a picture (left) of the
CLF is shown. The CLF is solar-powered and operated remotely

13 Solar
Panels

Regulators

Control, Monitor, Power Optics

COMPUTER Fiber Steered Vertical

To Tank Beam Beam

Volts,
Temp

Weather Cloud
Station Detector
Flipper

Energy Monitor |« Energy Monitor
(photodiode) (pyroelectric)
a ;

Flipper

ADC'S

| serial ports

=== Depolarizers ==

GPSY (timing)

Figure 3: Left: The Central Laser Facility. Right: A scheioalf the Central Laser Facility.
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Figure 4: Laser-FD geometry. The light is scattered out efldser beam at a heightat an
angleq.

The laser is mounted on an optical table that also housesahthet other optical components.
The arrangement is shown in Fig. 3 (right). Two selectablenbeon gurations — vertical and
steerable — are available. The steering mechanism coo$ist® mirrors on rotating, orthogonal
axes which can direct the beam in any direction above thedwri The inclined laser shots can
be used to calibrate the pointing and time offsets of the esoence telescopes. For the aerosol
analyses described in this paper, only the vertical bearseéd.uFor this con guration, the beam
direction is maintained within 0.0f vertical with full-width beam divergence of less than®.0

The Nd:YAG laser emits linearly polarized light. To perfothe aerosol measurements de-
scribed in this paper, it is convenient, for reasons of sytrynto use a vertical beam that has no
net polarization. In this case equal amounts of light aréteseal in the azimuthal directions of
each FD site. Therefore, the optical con guration includegolarizing elements that randomize
the polarization by introducing a varying phase shift asrib® beam spot. The net polarization of
the xed-direction vertical beam is maintained within 3%rahdom.

The nominal energy per pulse is 6.5 mJ and the pulse width is. 7\fariations in beam
energy are tracked to an estimated accuracy of 3%. Thewelatiergy of each vertical laser shot
is independently measured by a photodiode and a pyroelqutobe. The CLF laser energy is
periodically calibrated and optics are cleaned. For eathasfe periods a new coherent data set is
de ned and the corresponding period referred to &L& epoch The length of an epoch varies
between a few months and one year.

The CLF res 50 vertical shots at 0.5 Hz repetition rate ev&By minutes during the FD
data acquisition. Speci c GPS timing is used to distinguigber from air shower events. The
direction, time, and relative energy of each laser pulsedgsnded at the CLF and later matched to
the corresponding laser event in the FD data.

An upgrade [33] to the CLF is planned for the near future. Tipigrade will add a backscatter
Raman LIDAR receiver, a robotic calibration system, andaep the current ash lamp pumped
laser by a diode pumped laser.

—11 -
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4. CLF Data Analysis

The light scattered out of the CLF laser beam is recorded &y~ (see Fig[]4 for the laser-FD
geometry layout). The angles from the beam to the FD for c@rghots are in the range of 90
to 120. As the differential scattering cross section of aerosattedng is much smaller than the
Rayleigh scattering cross section in this range, the soagtef light is dominated by well-known
molecular processes. Laser tracks are recorded by thedpkes in the same format used for air
shower measurements. In Fif. 5, a single 7 mJ CLF verticdlahoecorded from the Los Leones
FD site is shown. In the left panel of Fig. 6, the correspogdight ux pro le for the same event

is shown. In Fig[J6, right panel, an average pro le of 50 shistshown.

TT T[T T T[T T T[T T[T rrrrrrry

Al J‘wi"\“vh" '|y’ e "I ‘j "".‘ e ol ‘l“ \'U-‘ﬂ v i;w""l"l "',vl‘“wv ‘J“Hl
e e S o S A

}
i

Figure 5: A7 mJ CLF vertical event as recorded by the Los Ledii site (distance 26 km). Left
panel: ADC counts vs. time (100 ns bins). The displayed d&téoa the marked pixels in the right
panel. Right panel: Camera trace. The color code indicagsdquence in which the pixels were
triggered.

L L L L L L L

TTT T[T T T[T T[T T[T r[rrT

Figure 6: Left: The light ux pro le of a single CLF verticall®ot seen from the Los Leones FD
site. The same event as shown in [fjg. 5 is used. Right: 50 aketage pro le.

Laser light is attenuated in the same way as uorescence &ght propagates towards the
FD. Therefore, the analysis of the amount of CLF light thaichees the FD can be used to infer
the attenuation due to aerosols. The amount of light seatteut of a 6.5 mJ laser beam by the
atmosphere is roughly equivalent to the amount of UV uoess® light produced by an EAS of
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5 10 eV at a distance to the telescope of about 16 km, as shown ifFiglso shown is the
more attenuated light pro le of an almost identical showea &rger distance.

Besides determining the optical properties of the atmasphhe identi cation of clouds is
a fundamental task in the analysis of CLF laser shots. Claadshave a signi cant impact on
shower reconstruction.

Figure 7: Comparison between a 50 shot average of vertisah8 .UV laser shot from the CLF and
near-vertical cosmic ray showers measured with the FD. ©bmix ray pro le has been ipped in
time so that in both cases the left edge of the pro le corregigao the bottom of the FD eld of
view.

In Fig.[8, examples of various hourly pro les affected byfeient atmospheric conditions are
shown. The modulation of the pro le is due to the FD camenaditire, in which adjacent pixels are
complemented by light collectors. A pro le measured on ahhiigp which the aerosol attenuation
is negligible is shown in panel (a). Pro les measured on tigh which the aerosol attenuation
is low, average and high, are respectively shown in panglg¢pand (d). As conditions become
hazier, the integral photon count decreases. The two bgttones (e) and (f) represent cloudy
conditions. Clouds appear in CLF light pro les as peaks debaepending on their position. A
cloud positioned between the CLF and the FD can block theitngssion of light in its travel from
the emission point towards the uorescence telescopesapm as a hole in the pro le (e). The
cloud could be positioned anywhere between the CLF and thsiteDtherefore its altitude cannot
be determined unambiguously. A cloud directly above the @ppears as a peak in the pro le,
since multiple scattering in the cloud enhances the amdulighd scattered towards the FD (f).
In this case, it is possible to directly derive the altitudegh® cloud from the peak in the photon
pro le since the laser-detector geometry is known.

Two independent analyses have been developed to providdy lmrosol characterization in
the FD eld of view using CLF laser shots from the xed-dirgmb vertical con guration. To
minimize uctuations, both analyses make use of averad# ligx pro les normalized to a xed
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Figure 8: Examples of light pro les measured with the FD athiie@co under various atmospheric
conditions. The height is given above the FD. The number ofqits at the aperture of the FD is
normalized per mJ of laser energy. Shown are a referenceriga (a); low (b), average (c) and
high aerosol attenuation (d); cloud between FD and lasgla@r beam passing through cloud (f).

reference laser energy.

TheData Normalized Analysis based on the comparison of measured pro les with a refer-
ence clear night pro le in which the light attenuation is doated by molecular scattering.

ThelLaser Simulation Analysis based on the comparison of measured light ux pro les to
simulations generated in various atmospheres in whichéhasal attenuation is described
by a parametric model.
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Measured pro les are affected by unavoidable systemagilzded to the FD and laser calibra-
tions. Simulated pro les are also affected by systemattated to the simulation procedure. Using
measurements recorded on extremely clear nights whereotateRayleigh scattering dominates,
CLF observations can be properly normalized without thedrfee absolute photometric calibra-
tions of the FD or laser. We will refer to these nightgeference clear nightsAt present multiple
scattering effects are not included in the laser simulatiote, however the aforementioned nor-
malization includes this effect for Rayleigh scatterinpwaing to take it into account in the Laser
Simulation Analysis.

4.1 Reference clear nights

In reference clear nightghe attenuation due to aerosols is minimal compared to icertainty

of total attenuation, the scattering is dominated by theeawdhr part. In such a clear night, the
measured light pro les are larger than pro les affected lkyasol attenuation, indicating maximum
photon transmission. Those pro les have shapes that argpatiote with a pro le simulated under
atmospheric conditions in which only molecular scatteririghe light is used. Reference clear
night pro les are found by comparing measured pro les to siated average pro les of 50 CLF
shots in a purely molecular atmosphere at an energy of 6.09gidg the Malargiie Monthly Models
described in sectidn 2, the procedure is repeated 12 tines the appropriate atmospheric density
pro les.

The method chosen for the comparison is the unnormalizech&gbrov-Smirnov test. This
test returns a pseudo-probabifitiks that the analyzed pro le is compatible with the clear one on
the basis of shape only, without taking into account the mdimation. For each pro lePks and
the ratioR between the total number of photons of the measured pro tetha simulated clear
one is calculated. In each CLF epoch, the search for theergferclear night is performed among
pro les having high values ofxs andR. A search region is de ned by extracting the mean values
Ny, Mk and the RMSsp ¢, SR of the distribution of each parameter. Both parameterseayeired
to be above their averaga+ s. Pro les belonging to the search region are grouped by night
and nightly averages for the two parameters are compgiiegl andhRi. A list of candidate clear
nights with associated pseudo-probabilities and numbprmfes is produced. The night with the
highesthPksi is selected and — if available — at least 4 candidate pro lesa&eraged to smooth
uctuations. Once identi ed, the associatéli is the normalization constant that xes the energy
scale between real and simulated pro les needed in the LSiseulation Analysis. We estimated
the uncertainty introduced by the method chosen to idettifyreference clear night by varying
the cuts that determine the list of candidate clear nightstae selection criteria that identify the
chosen reference night in the list. The normalization amstised to x the energy scale between
real and simulated CLF pro les changes by less than 3%.

As a nal check to verify that the chosen nights are referedear nights we analyze the
measurement of the aerosol phase function (ARF) [7] forrifwitt, measured by the APF monitor
(see Sed.]1). The molecular part of the phase fund®igy(q) can be calculated analytically from
temperature, pressure and humidity at ground provided layivee stations. After subtraction of the

2the Kolmogorov-Smirnov test calculates probabilitiestitatograms containing counts, therefore here the returned
value is de ned as a pseudo-probability.
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molecular phase function, the aerosol phase function regnéamn a reference clear night, the total
phase function is dominated by the molecular part with atmogontribution from aerosols. Since
the APF light source only res approximately horizontaliifis method to nd the reference nights
is insensitive to clouds, so it can only be used as a veriaratf reference nights that were found
using the procedure described in this section. After vettian, the reference night is assumed to
be valid for the complete CLF epoch. In Fig. 8, panel (a), arayed light pro le of a reference
night is shown.

4.2 Data Normalized Analysis
4.2.1 Building hourly laser pro les and cloud identi catio n

Using the timing of the event, the time bins of the FD data ameverted to height at the laser
track using the known positions of the FD and CLF. The diffierein altitude between telescope
and laser station and the curvature of the Earth, which saaiseight difference on the order of
50 m, are taken into account. The number of photons is scalddet number of photons of a
1 mJ laser beam (the normalization energy is an arbitrarycehthat has no implications on the
measurements). The CLF res sets of 50 vertical shots evemihutes. For each set, an average
pro le is built.

Clouds are then marked by comparing the photon transmidgip(see Eq[ 2]5) of the quarter
hour pro les Tquarter to the clear pro le Teear bin by bin. A ratio Tquarter Tciear Of l€ss than 0.1
indicates a hole in the pro le that is caused by a cloud betwie laser beam and the FD. A
ratio larger than B indicates that the laser beam passed through a cloudIdiedaive the CLF
causing a spike in the pro le. In both cases, the minimum @lbeighthgq.q is set to the height
corresponding to the lower edge of the anomaly. Only bineespionding to heights lower than this
cloud height are used for the optical depth analysis. Howrsrearked as cloudy only if clouds are
found in at least two quarter hour sets, see Hig. 9. If thezenarsuch discontinuities, thégiouq is
set to the height corresponding to the top of the FD cameihoéView.

After hgoug is determined, a preliminary full hour pro le is made by aaging all the available
quarter hour pro les. One or more quarter hour pro les cambssing due to the start or stop of FD
data taking, heavy fog, or problems at the CLF. Only one gudrbur pro le is required to make
a full hour pro le. Outlying pixels that triggered randoméuring the laser event are rejected and
a new full hour pro le is calculated. To eliminate outliens single bins that can cause problems
in the optical depth analysis, the quarter hour pro les angjected to a smoothing procedure by
comparing the current pro le to the preliminary full hourgde. After multiple iterations of this
procedure, the nal full hour pro le is constructed.

The maximum valid heighbygiq of the pro le is then determined. If there is a hole in the
pro le of two bins or more due to the rejection of outliers dowds, hy4jig is marked at that point.
As with hgoug, if N0 such holes exist, them,qjiq is set to the height corresponding to the top of the
FD camera eld of view. Ifhyaig is lower thanhgg,g, the minimum cloud height is set to be the
maximum valid height. Points abovg,;iq are not usable for data analysis.

4.2.2 Aerosol optical depth calculation

Using the laser-FD viewing geometry shown in Hig. 4, and mésg that the atmosphere is hori-
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zontally uniform, it can be showi [[14] that the vertical amiooptical depth is

el = G sz " NeoD) Snol(G:)

whereNnqi(h) is the number of photons from the reference clear pro le agreetion of height,
Nobd(h) is the number of photons from the observed hourly pro le asiacfion of height and

g is de ned in Fig.[#. Sied(g;h) and Syoi(g;h) are the fraction of photons scattered out of the
laser beam per unit height by aerosols and air moleculepectgely. Sg;h) is the product of
the differential cross section for scattering towards tBRerultiplied by the number density of
scattering centers. For vertical laser shgts = p=2), Siedq;h) is small compared t&noi(g;h)
because typical aerosols scatter predominately in theafmhdirection. Thus the second term in
Eq.[4.1 can be neglected to rst order and Eq] 4.1 becomes

INNmoi(h)  INNopg(h)

Faed) = 1+ coseg »

(4.2)

With these simpli cations, the CLF optical depth measuretselepend only on the elevation angle
of each laser track segment and the number of photons frombiserved track and the reference
clear pro le. The aerosol optical depth may be calculatedadly from Eq[4.P.

taer is calculated for each bin in the hourly prole. The opticapdh at the altitude of the
telescope is set to zero and is interpolated linearly beitlee ground and the beginning of2s
corresponding to the bottom of the eld of view of the telegeo This calculation provides a
rst guess of the measured optical deptf}*®5 assuming that aerosol scattering from the beam
does not contribute to the track pro le. While this is true fegions of the atmosphere with low
aerosol content, ic?is only an approximation of the truge, if aerosols are present. To overcome
this, t ne?%is differentiated to obtain an estimate of the aerosol ektn ase(h) in an iterative
procedure.

Itis possible to nd negative values af,e. They are most likely due to statistical uncertainties
in the t procedure, or can be due to systematic effects. Asléser is far from the FD site, the
brightest measured laser light pro le, after accountingriglative calibrations of the FD and the
laser, occurs during a clear reference night. Howevergthee uncertainties (see Sgc. 4.2.3) in
the calibrations that track the FD PMT gains and the CLF lasergy relative to the reference
period. Therefore, in some cases it is possible that parsslaser light pro le recorded during a
period of interest can slightly exceed the correspondimgerecorded during a reference period.
Typically, these artifacts occur during relatively cleanditions when the aerosol concentration is
low. The effect could also happen if a localized scatteriegjan, for example a small cloud that
was optically too thin to be tagged as a cloud, remained dwelaser and scattered more light out
of the beam. However, since negative valueagf are unphysical, they are set to zero. Since the
integrateda,er values are renormalized to the measur@8Spro le, this procedure does not bias
the aerosol pro le towards larger values. The remainingiealofa,er are numerically integrated
to get the toptical depttt,. The nal values foraerandt ., can be used for corrections in light
transmission during air shower reconstruction.

In Fig. @, examples of laser artde, pro les are displayed from an average night and from
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Figure 9: Examples of light pro les and vertical aerosoliogt deptht ;e measured with the FD
at Los Morados during an average night (top) and with the lpassing through a cloud (bottom).
The height is given above the FD, the light pro le was normadi to a laser shot of 1 mJ. The
black traces in left panels represent the hourly pro les, ibd traces the reference clear nights. In
the right panels, the thick black line represerff§2s the red linet },. The upper and lower traces
correspond to the uncertainties. In the bottom right pahel estimated cloud height is indicated
by the vertical blue dotted line.

a cloudy night when the laser pulse passed through a cloudhelieft panels the black traces
represent the hourly pro les and the red traces representdference clear nights. In the right
panelst i€@and t 1, measurements as a function of height are shown. The bladle ¢sit 152
andtl, is overlaid in red. The upper and lower traces correspondhgouncertainties. In the
cloudy night, a large amount of light is scattered by a cldading from a height of approximately
7000 m. In the bottom right panel, the minimum height at wtadioud was detected is indicated
by a vertical blue line.

4.2.3 Determination of Uncertainties

Systematic uncertainties are due to uncertainty in théivelaalibration of the FD<.4), the rela-
tive calibration of the lasels(ss), and the relative uncertainty in determination of the refiee clear
pro le (Sref). A conservative estimate for each of these is 3%. Thesertaittes are propagated
in quadrature for both the hourly pro les§ysihour) and the clear pro le §systciear). The Systematic
uncertainty strongly depends on the height. Thus, the wiguangle from the FD to the laser must
be taken into account. The nal systematic uncertaintyt §fi**is calculated by addingsysthour
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andssystclear IN quadrature, along with the height correction,
q

Ssyst= (Ssysl;hour)2 +( ssystclear)z: (4.3)

1+ csg 2
Two separate pro les are then generated correspondingetoatues oft ;o7 Ssysy, @s shown on
the right panels of Fid]9.

The statistical uncertaintysiy¢is due to uctuations in the quarter hour pro les and is cahsi
ered by dividing the RMS by the mean of all quarter hour pre & each height. These statistical
uncertainties are assigned to each bin ofttfig?> ssystpro les. These two pro les are then pro-
cessed through the same slope t procedure and integrasiofi%&S(see Sed. 4.2.2) to obtain the
nal upper and lower bounds oh,.

4.3 Laser Simulation Analysis
4.3.1 Atmospheric Model Description

The atmospheric aerosol model adopted in this analysissisdban the assumption that the aerosol
distribution in the atmosphere is horizontally uniform. eTerosol attenuation is described by
two parameters, thaerosol horizontal attenuation lengthyd: and theaerosol scale height H.
The former describes the light attenuation due to aerosajsoand level, the latter accounts for
its dependence on the height. With this parameterizattmekpression of the aerosol extinction
ased h) and the vertical aerosol optical depth(h) are given by

dge(h) = — ex — 4.4
ae(h) Loor p Hoor (4.4)
Zy,
H h h

taellz )= ameddh= 2 exp —2= exp —— (4.5)

hy Laer Haer Haer

Using Eq[2.b, the aerosol transmission factor along thie peain be written as

TaeS) = exp Haer ex ha exp M (4.6)

Laersing 2 P H—aer Ker ’

whereh; andh, are the altitudes above sea level of the rst and second waten levels angd »
is the elevation angle of the light past{cf. Fig.4).

The Planetary Boundary Layer (PBL) is the lower part of thmasphere directly in contact
with the ground, it is variable in height and the aerosolratédion of light can be assumed as
constant. The PBL is neglected in this two parameters apprda the near future, thmixing layer
heightwill be introduced as a third parameter to take into accdumBBL. In the Data Normalized
Analysis,t5¢(h) is calculated per height bin in the hourly pro le, therefdings analysis is sensible
to the PBL and takes it into account.

4.3.2 Building quarter-hour CLF pro les and generating a grid of simulations

As described in sectiof] 3, the CLF res 50 vertical shots g minutes. The pro le of each
individual event of the set is normalized to a reference gng&f.s, to compute an average pro le
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equivalent toEe; for each group of 50 shots. In the following, this averagétligro le will be
referred to simply as “pro le”. A grid of simulations at theference energ¥,es is generated,
xing the initial number of photons emitted by the simulategrtical laser source. While energy
and geometry of the simulated laser event are xed, the gbimersc conditions, de ned by aerosol
and air density pro les, are variable and described by medres two parameters models. The
aerosol attenuation pro le in the atmosphere, accordirtheanodel adopted, is determined setting
values forLaer andHger For this analysis, the grid is generated by vanying from 5 to 150 km

in steps of 2.5 km an#fi;er from 0.5 km to 5 km in steps of 0.25 km, corresponding to a total
1121 pro les. The air density pro les are provided by the Migte Monthly Models, as discussed
in Sec[P. Therefore, a total of 13 452 pro les are simulatetefiyoduce the wide range of possible
atmospheric conditions on site. In the left panel of [fig. 4@neasured CLF pro le (in blue) is
shown together with four out of the 1121 monthly CLF simuliapeo les (in red) used for the
comparison procedure. In the right panel, the four aeroswlgs t..(h) corresponding to the
simulated CLF pro les are shown.

o«Oe
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o
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=]

Figure 10: Left: Four out of the 1121 simulated pro les of amtidy grid (red), superimposed
to a measured pro le (blue). Right: The four aerosol pro Esresponding to the simulated CLF
pro les. In order, from top to bottomt .¢(h) pro les on the right correspond to CLF pro les on
the left from bottom to top.

The relative energy scale between measured and simulaeddeo les has to be xed. The
amplitude of CLF light pro les from laser shots red at thersa energy depends on the aerosol
attenuation in the atmosphere and on absolute FD and CLBratidins, that are known within
10% and 7%, respectively. The ratio of the amplitudes of imeikated clear night to the measured
reference clear nighR as de ned in Sec[ 4}1 returns the normalization constartt ttes the
relative energy scale between measured and simulated gaségs. Using this normalization
procedure, the dependence on FD or CLF absolute calibsatoavoided and only the relative
uncertainty (daily uctuations) of the laser probes (3%} dD calibration constants (3%) must
be taken into account. This procedure is repeated for eaéhepbch data set. Average measured
pro les are scaled by dividing the number of photons in eaichldy the normalization constant of
the corresponding epoch before measuring the aerosouatten.
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s 4.3.3 Optical depth determination and cloud identi cation

s For each quarter hour average pro le, the aerosol attemas determined obtaining the pair

se7  LBESU HPES corresponding to the pro le in the simulated grid closesthe analyzed event. The

sss quanti cation of the difference between measured and sitedl pro les and the method to iden-

3o tify the closest simulation are the crucial points of thislgsis. After validation tests on sim-

w0 ulations of different methods, nally the palr2SSt and H26S! chosen is the one that minimizes
;1 the square differencB? between measured and simulated pro les computed for eaghaiere

22 D?=[&;(FM3 F$M?] andF; are reconstructed photon numbers at the FD aperture in each
w3 time bin. In Fig[I]L, an average measured pro le as seen fromlleones compared to the sim-
302 Ulated chosen pro le is shown. The small discrepancy betwaeasured and simulated pro les,

395 corresponding to boundaries between pixels, has no effettteomeasurements.

Measured CLF profile

300

Chosen simulated CLF profile

250

photons at aperture

200

150

100

[
(=]

100 200 300 400 500 600 700 800 900 1000
time [100 ns]

o
OrTTTT

Figure 11: A measured CLF pro le (blue) together with the shio simulated (red).

396 Before the aerosol optical depth is determined, the avareme is checked for integrity and
37 for clouds in the eld of view in order to establish the maximualtitude of the corresponding
38 aerosol pro le. The procedure for the identi cation of cldaiworks on the pro le of the difference
39 in photons for each bin between the measured pro le undelystind the closest simulated pro le
200 chosen from the grid. With this choice, the baseline is ckoseero and peaks or holes in the
a1 difference pro le are clearly recognizable. The algoritlieveloped uses the bin with the highest
202 Or lowest signal and the signal-to-noise ratio to estalliwh presence of a cloud and therefore
203 determines its altitude. The quarter hour information @rthnimum cloud layer height needed in
a4 the aerosol attenuation characterization is then stored.

405 If the average pro le under study shows any anomaly or if aidls detected between the laser
a6 track and the FD, it is rejected. If a cloud is detected abbeddser track, the pro le is truncated
207 at the cloud base height and this lower part of the pro le snedyzed, since the rst search for
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clouds only identi es the optically thicker cloud layer. dflower layer of clouds is detected in the
truncated pro le, or the cloud height is lower than 5500 mla.the pro le is rejected.

If no clouds are detected (either in the whole average prorli the lower part), the pal8sst
Hggft, together with the maximum height of the pro le are stored #me procedure is completed.
The quarter hout ,e(h) pro le is calculated according to Eq. 4.5 together with tresaciated
statistical and systematic uncertainties. The infornmatgstored, and the quarter hotye(h)
pro les are averaged to obtain the hourly vertical aeroguical depth pro le and the aerosol
extinction pro le age(h).

4.3.4 Determination of Uncertainties

Uncertainties on the vertical aerosol optical defpifi h) are due to the choice of the reference clear
night, to the assumption that a parametric model can be adaptdescribe the aerosol attenuation,
to the relative uncertainty of nightly FD calibration camsts — converting ADC counts to photon
numbers — and CLF calibration constants — converting las#gygomeasurements to laser energy,
and to the method used to choose the best matching simuledde. p

To estimate the total uncertainty, the different contiimg mentioned above are evaluated and
summed in quadrature. The uncertainty on the choice of fleeergce clear night and the relative
FD and CLF calibrations directly affect the light pro le dhefore they are summed in quadrature to
estimate their total contribution to the uncertainty on pheton pro le, which is then propagated
to the aerosol pro le. The uncertainty introduced by themoetused to identify the reference clear
night is quoted at 3% as described in Sed. 4.1; the contibsitarising from the daily variations
on the FD and CLF calibration constants are both quoted ate3® [4,[2]. Therefore, the total
uncertainty of the number of photons in the pro le is lessnttta2%. The effect on the aerosol
pro le taedh) of this total uncertainty on the light pro le is evaluated imgreasing and decreasing
the number of photons in the current CLF pro le by 5.2% andraeiag for the corresponding
tmin(h) and tmaxy(h) proles. At each height, the error bars are given tpgs(h) tmin(h) and
tmax(h) tbes(h)-

The contribution due to the parametric description of thesa attenuation of light was de-
termined comparing the hourly vertical aerosol opticaltdewo les obtained with the Laser Sim-
ulation Analysis to the corresponding pro les obtainedhwtite Data Normalized Analysis, which
is not using a parametric model for the aerosol attenuafibis comparison for each height shows
that aerosol pro les are compatible within 2% at each atiétu

The uncertainty related to the method de ned to choose tlsé tp@tching simulated pro le
as a function of the altitude is also estimated. As describ&tc[4.3]3, the parametdrEstand
H2est minimize the quantityD? = [&;(F!®® F$M)2]. The method is repeated a second time in
order to nd the coupld_§" andHE corresponding to the quanti®®nearest td?. This pro le
is used to estimate.;(h), the uncertainty of the aerosol pro le. Therefore, the utaiaty related
to the methodsmethod ) associated witht 5(h) for each height bin is given by the difference
tres(h) ter(h). This uncertainty is negligible with respect to the pregi@ontributions.

The Laser Simulation Analysis extrapolates the aerosehatttion for each quarter hour CLF
pro le; then the four measured aerosol pro les are averageabtain the hourly information
needed for the air shower reconstruction. The same proeddumdopted to obtain the uncer-
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tainties related to the hourly aerosol attenuation proAes.a nal step, the hourly uncertainty on
taedh) is propagated to the aerosol extinctiag.(h).

5. Comparison of the two analyses

The two analyses described in this paper independentlyupsoldourly aerosol pro les. In the Data
Normalized Analysis, measured laser light pro les are canegd with an averaged light pro le of
a reference clear night. The Laser Simulation Analysis isbagdure based on the comparison of
CLF laser light pro les with those obtained by a grid of siratdd pro les in different parameter-
ized atmospheric conditions.

Both analyses have been applied to the whole data set of GeF $hots. A systematic com-
parison of the results shows excellent agreement. Sinas@srare concentrated in the lower
part of the troposphere, we compare the total vertical akgstical depth at 5 km above the FD
which includes most of the aerosols. The correlatiomg{5 km) results of the Data Normalized
Analysis and the results of the Laser Simulation Analysishiswn in Fig[12. The dashed line is
a diagonal indicating perfect agreement between the agmlykhe solid line is an actual t to the
data. It is compatible with the diagonal. The reliabilitytbé parametric aerosol model adopted
and the validity of both methods can be concluded. In higls#rattenuation conditions, com-
patible with the presence of a high Planetary Boundary Ldkat the Laser Simulation Analysis
does not take into account, the difference between the meshss (5 km) is within the quoted
systematic uncertainties. Also shown in Hig. 12 are exasoliethet .(h) pro les estimated with
the two analyses for conditions with low, average and highsa# attenuation, respectively.

The high compatibility of the two analyses guarantees alldi shower reconstruction using
aerosol attenuation for the highest possible number ofshoNearly six years of data have been
collected and analyzed (from January 2005 to Septemben 2D&fg term results are shown in the
following gures. In the left column of Fig: 13, the time prée of the vertical aerosol optical depth
measured 5 km above ground using the Los Leones, Los MoradicS@hueco FD sites is shown.
The Loma Amarilla FD site is too far from the CLF to obtain fulieliable results. The XLF is
closer and will produce aerosol attenuation measurementisoima Amarilla in the near future.
Values oft ;{5 km) measured during austral winter are systematicallyetdhan in summer.

In the right column of Fig[ 13, the,e(5 km) distribution over six years is shown for aerosol
attenuation measurements using the FD sites at Los Leowsslbrados and Coihueco. More
than 5000 hours of aerosol pro les have been measured with E®. The averagé,e(5 km)
measured with different FD sites are compatible. The awevaiie measured above Coihueco is
slightly smaller due to the higher position 00 m) of the Coihueco FD site with respect to Los
Leones and Los Morados.

6. Conclusions
Aerosols cause the largest time-varying corrections egpluring the reconstruction of extensive

air showers measured with the uorescence technique. Thewighly variable on a time scale
of one hour. Neglecting the aerosol attenuation leads tasiibithe energy reconstruction of air
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Figure 12: Correlation betwedne(5 km) obtained with the Laser Simulation and the Data Nor-
malized procedures (a) for the year 2008 (compatibilityesfults is equivalent in the other years).
The dashed line is a diagonal indicating perfect agreentieatsolid line is a t to the data. Also
shown is the vertical aerosol optical depth proig.(h) above ground from Laser Simulation
(blue) and Data Normalized (red) analyses in atmosphenditons with a low (b), average (c),
and high (d) aerosol concentration together with the cpmeding uncertainties. The laser data
was recorded with the FD at Los Leones on July 8th, 2008 betBemnd 9 a.m., April 4th, 2008
between 4 and 5 a.m., and January 5th, 2008 between 3 and lbeairtime, respectively.

showers by 8 to 25% in the energy range measured by the Piagerbservatory. This includes
a tail of 7% of all showers with an energy correction largemt30%.

To determine the vertical aerosol optical depth pro lestfar Pierre Auger Observatory, verti-
cal laser shots from a Central Laser Facility in the centénefSD array are analyzed. The Central
Laser Facility res 50 vertical shots every 15 minutes dgrilme FD data acquisition, covering
the whole FD data taking period. Two methods were developezhalyze the CLF laser shots.
The Data Normalized method compares the measured lasepligle to a reference clear night,
the Laser Simulation method compares the measured protle avset of simulated pro les. In
addition, the minimum cloud heights over the central pathefarray are extracted from the laser
data. The two methods are compared and a very good agreerasriound. Nearly six years of
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