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ABSTRACT

With the forthcoming release of high precision polarization measurements, such as from the Planck satellite, it becomes critical to evaluate the performance of estimators for the polarization fraction and angle. These two physical quantities suffer from a well-known bias in the presence of measurement noise, as has been described in part I of this series. In this paper, part II of the series, we explore the extent to which various estimators may correct the bias. Traditional frequentist estimators of the polarization fraction are compared with two recent estimators: one inspired by a Bayesian analysis and a second following an asymptotic method. We investigate the sensitivity of these estimators to the asymmetry of the covariance matrix which may vary over large datasets. We present for the first time a comparison among polarization angle estimators, and evaluate the statistical bias on the angle that appears when the covariance matrix exhibits effective ellipticity. We also address the question of the accuracy of the polarization fraction and angle uncertainty estimators. The methods linked to the credible intervals and to the variance estimates are tested against the robust confidence interval method. From this pool of polarization fraction and angle estimators, we build recipes adapted to different use-cases: we provide the best estimators to build a mask, to compute large maps of the polarization fraction and angle, and to deal with low signal-to-noise data. More generally, we show that the traditional estimators suffer from discontinuous distributions at low signal-to-noise ratio, while the asymptotic and Bayesian methods do not. Attention is given to the shape of the output distribution of the estimators, and is compared with a Gaussian distribution. In this regard, the new asymptotic method presents the best performance, while the Bayesian output distribution is shown to be strongly asymmetric with a sharp cut at low signal-to-noise ratio. Finally, we present an optimization of the estimator derived from the Bayesian analysis using adapted priors.
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1. Introduction

The complexity of polarization measurement analysis has been described by Serkowski (1958) when discussing the presence of a systematic bias in optical measurements of linear polarization from stars, and then by Wardle & Kronberg (1974) addressing the same issue in the field of radio astronomy. The bias of polarization measurements happens when one is interested in the polarization intensity $I \equiv \sqrt{Q^2 + U^2}$ or the polarization fraction $p = P/I$ and the polarization angle $\psi = 1/2 \tan(U/Q)$ (where $I, Q$ and $U$ are the Stokes parameters), quantities which become systematically biased in the presence of noise. Working with the Stokes parameters $Q$ and $U$ as far as possible avoids this kind of bias. Once a physical modeling of $p$ and $\psi$ is available, and can be translated into $Q$ and $U$, a likelihood analysis can be performed directly on the Stokes parameters. For the other cases, where no modeling is available, Simmons & Stewart (1985) proposed the first compilation and comparison of methods to deal with the problem of getting unbiased polarization estimates of the polarization fraction and angle, with their associated uncertainties. Then Naghizadeh-Khouei & Clarke (1993) extended the work of Simmons & Stewart (1985) to the characterisation of the polarization angle uncertainties, and Vaillancourt (2006) proposed a method to build confidence limits on polarization fraction measurements. More recently, Quinn (2012) suggested using a Bayesian approach to get polarization estimates with low bias. In all these studies the authors made strong assumptions: no noise on the intensity $I$ and no correlation between the $Q$ and $U$ components, which were also assumed to have equal noise properties. Montier et al. (hereafter PMA I, 2013 in preparation) have quantified the impact of the asymmetry and the correlation between the $Q$ and $U$ noise components on the bias of the polarization fraction and angle measurements. They have shown that the asymmetry of the noise properties cannot be systematically neglected as is usually done, and that the uncertainty of the intensity may significantly affect the polarization measurements in the low signal-to-noise (SNR) regime.

In the context of the new generation of polarization data, such as Planck (Planck Collaboration I 2011), Blast-Pol (The Balloon-borne Large Aperture Submillimeter Telescope for Polarimetry, Fissel et al. 2010), PILOT (Bernard et al. 2007) or ALMA (Pérez-Sánchez & Vlemmings 2013), which benefit from a much better control of the noise properties, it is essential to take into account the full covariance matrix when deriving the
polarization measurement estimates. In recent works no correction for the bias of the polarization fraction were applied (e.g. Dotson et al. 2010), or only high SNR data were used for analysis (>3) to avoid these issues (e.g. Vaillancourt & Matthews 2012). Two issues are immediately apparent. First, this choice of the SNR threshold may not be relevant for all measurements, and the asymmetry between the orthogonal Stokes noise components could affect the threshold choice. Secondly, the question remains of how to deal with low signal-to-noise data. Using simply the measurements of the polarization parameters (we will call them the “naive” ones) as estimators of the true values leads to very poor performance, as they lack any information on the noise power. Instead, we would like to perform some transformation on the polarization parameters, in order to remove bias and improve the variance.

This work is the second of a series on the ‘Analysis of polarization measurements’. Its aim is to describe how to recover from a measurement \((p, \psi)\) the true polarization fraction \(p_0\) and polarization angle \(\psi_0\) with their associated uncertainties, taking into account the full covariance matrix \(\Sigma\). We will compare the performance of the various estimators available, and study the impact of the correlation and ellipticity of the covariance matrix on these estimates. We stress that we adopt a frequentist approach to investigate the properties of these estimators, even when dealing with the method inspired by the Bayesian analysis. This means that the estimators are defined as single value estimates, instead of considering the probability density function (pdf) as the proper estimate, as it is usually done in Bayesian methods. The performance of these estimators will be evaluated using three main criteria: the minimum bias, the smallest risk function, and the shape of the distribution of the output estimates. The choice of the most appropriate estimator may vary with the application at hand, and a compromise among them may be chosen to achieve good overall performance. Throughout this work we will make the following two assumptions: i) circular polarization is assumed to be negligible, and ii) the noise on Stokes parameters is assumed to be Gaussian. We also define four regimes of the covariance matrix to quantify its asymmetry, in terms of effective ellipticity \((\epsilon_{\text{eff}})\) as described in PMA I: the extreme \((1<\epsilon_{\text{eff}}<2)\), the low \((1<\epsilon_{\text{eff}}<1.1)\), the tiny \((1<\epsilon_{\text{eff}}<1.01)\) and the canonical \((\epsilon_{\text{eff}}=1)\) regimes.

The paper is organized as follows: we first review in Sect. 2 the expression and the limitations of the polarization estimators, which are extended to take into account the full covariance matrix. We discuss in Sect. 3 the meaning of the polarization uncertainties and we present the different uncertainty estimators. We then compare the performance of the estimators of the polarization fraction in Sect. 4, and of the polarization angle in Sect. 5. In Sect. 6, we discuss some aspects of the problem when the total intensity \(I\) is not perfectly known. We conclude with general recipes in Sect. 7.

### 2. Polarization estimators

Early work on polarization estimators was based on the Rice (1945) distribution which provides the probability to find a measurement \(p\), for a given true value \(p_0\) and the noise estimate \(\sigma_p\), and the total intensity was assumed to be perfectly known, \(I = I_0\). As we would like to include the full covariance matrix, we use the generalized expression of the pdf from PMA I, which provides the probability to get the measurements \((I, p, \psi)\), given the true values \((I_0, p_0, \psi_0)\) and the covariance matrix \(\Sigma\). Following the notations of PMA I, the expression of the pdf in 3D, including the intensity terms, denoted \(f(I, p, \psi)\), is given by Eq. (1), and the pdf in 2D, \(f_{2D}(p, \psi; I_0, p_0, \psi_0, \Sigma_p)\), by Eq. (2) when the intensity \(I_0\) is assumed to be perfectly known. We also note the introduction of the covariance matrix reduced in 2D,

\[
f(I, p, \psi; I_0, p_0, \psi_0, \Sigma) = \frac{1}{\sqrt{(2\pi)^3|\Sigma|^3}} \exp\left\{-\frac{1}{2} \left( \begin{array}{c} I - I_0 \\ p I \cos 2\psi - p_0 I_0 \cos 2\psi_0 \\ p I \sin 2\psi - p_0 I_0 \sin 2\psi_0 \end{array} \right)^T \Sigma^{-1} \left( \begin{array}{c} I - I_0 \\ p I \cos 2\psi - p_0 I_0 \cos 2\psi_0 \\ p I \sin 2\psi - p_0 I_0 \sin 2\psi_0 \end{array} \right) \right\},
\]

\[
f_{2D}(p, \psi; I_0, p_0, \psi_0, \Sigma_p) = \frac{1}{\sqrt{2\pi p \Sigma_p}} \exp\left\{-\frac{1}{2} \frac{(p I \cos 2\psi - p_0 I_0 \cos 2\psi_0)^2}{\sigma_p^2} \right\},
\]

where \(\sigma_p = \sigma_{Q}/\sqrt{I_0} = \sigma_{U}/\sqrt{I_0}\) and the correlation between the \(Q\) and \(U\) noise components, leading to an effective ellipticity given by:

\[
\epsilon_{\text{eff}} = \sqrt{1 + \rho^2 + \sqrt{(\epsilon^2 - 1)^2 + 4\rho^2\epsilon^2}} \]

With these notations we have \(\det(\Sigma_p) = \sigma_p^2 / \rho_{G}\) and

\[
\sigma_{p,G}^2 = \frac{\sigma_p^2}{\rho_{G}^2} \left( \sqrt{1 - \rho^2} \epsilon_{\text{eff}} \right),
\]

which represents the equivalent radius of a circular Gaussian distribution with the same integrated area as the elliptical one. We also define \(\sigma_p = \sigma_{Q}/\sqrt{I_0} = \sigma_{U}/\sqrt{I_0}\) when \(\epsilon_{\text{eff}} = 1\). Finally the pdfs of \(p\) and \(\psi\), \(f_p\) and \(f_\psi\), are obtained by marginalization of \(f_{2D}\) over \(\psi\) and \(p\), respectively. The expressions for the 1D pdfs \(f_p\) and \(f_\psi\) depend on the full set of initial parameters \((I_0, p_0, \psi_0)\) in the general case, unlike the case under the canonical simplifications (see appendix C of PMA I for fully developed analytical expressions).

We describe below the various estimators of the polarization fraction and angle listed in Table 1. We stress that most of the expressions derived in this work have been obtained when restricting the analysis in the 2D case, assuming furthermore that the true intensity \(I_0\) is perfectly known, except for the Bayesian estimator where we present a 3D development (see Sect. 6).

#### 2.1. Maximum Likelihood estimators

The Maximum Likelihood (ML) estimators are defined as the values of \(p_0\) and \(\psi_0\) which maximize the pdf calculated at the
polarization measurements \( p \) and \( \psi \). When computed using the 2D pdf \( f_{2D} \) to fit \( p_0 \) and \( \psi_0 \) simultaneously, this estimator gives back the measurements, whatever the bias and the covariance matrix are, and is inefficient at correcting the bias of the data.

After marginalization of the pdf \( f_{2D} \) over \( \psi \), the 1D ML estimator of \( p_0 \), \( \hat{p}_{\text{ML}} \), is now defined by

\[
0 = \frac{\partial f_{2D}}{\partial p_0} (p | p_0, \psi_0, \Sigma_p) \bigg|_{p_0=\hat{p}_{\text{ML}}}.
\]

Note that the expression of \( f_{2D} \) is independent of the measurement \( \psi \), but still theoretically depends on the true value \( \psi_0 \) which is unknown. In the canonical case (\( \epsilon_{\text{cd}}=1 \)), \( \psi_0 \) disappears from the expression, but it must be considered as a nuisance parameter in the general case. One way to proceed in such a case is to compute the mean of the solutions \( \hat{p}_{\text{ML}} \) for \( \psi_0 \) varying in the range \(-\pi/2 \leq \psi_0 \leq \pi/2\). As already stressed by Simmons & Stewart (1985), this estimator yields a zero estimate below a certain threshold of the measurement \( p \), which implies a strong discontinuity in the resulting distribution of this \( p_0 \) estimator. Nevertheless, contrary to the 2D ML estimators, the \( p \) ML estimator does not give back the initial measurements, and is often used to build polarization estimates.

Similarly, the 1D ML estimator of \( \psi_0 \), \( \hat{\psi}_{\text{ML}} \), is given after marginalization of \( f_{2D} \) over \( p \) by

\[
0 = \frac{\partial f_{2D}}{\partial \psi_0} (\psi | p_0, \psi_0, \Sigma_p) \bigg|_{\psi_0=\hat{\psi}_{\text{ML}}}.
\]

As mentioned for the ML estimator \( \hat{p}_{\text{ML}} \), the unknown parameter \( p_0 \) in the above expression has to be considered as a nuisance parameter when solving Eq. 7. We stress that because the canonical simplifications have always been assumed in the literature, bias on the \( \psi \) measurements has not been previously considered and the \( \hat{\psi}_{\text{ML}} \) estimator has not yet been used and qualified to correct this kind of bias. This analysis is done in Sect. 5.

### 2.2. Most Probable estimators

The Most Probable estimators of \( p_0 \) and \( \psi_0 \) are the values for which the pdf \( f_{2D} \) reaches its maximum at the measurements values \( (p, \psi) \). Notice that the Most Probable estimators ensure that the measurement values \( (p, \psi) \) are the most probable values of the pdf computed for this choice of \( p_0 \) and \( \psi_0 \), i.e., they take the maximum probability among all possible measurements with this set of \( p_0 \) and \( \psi_0 \). As a comparison the ML estimators ensure that the measurement values \( (p, \psi) \) take the maximum probability for this choice of \( p_0 \) and \( \psi_0 \), compared to the probability of the same measurement values \( (p, \psi) \) for all other possible sets of \( p_0 \) and \( \psi_0 \).

The 2D Most Probable estimators (MP2), \( \hat{p}_{\text{MP2}} \) and \( \hat{\psi}_{\text{MP2}} \), are defined as the values of \( p_0 \) and \( \psi_0 \) simultaneously satisfying the two following relations:

\[
0 = \frac{\partial f_{2D}}{\partial p} (p, \psi | p_0, \psi_0, \Sigma_p) \bigg|_{p_0=\hat{p}_{\text{MP2}}, \psi_0=\hat{\psi}_{\text{MP2}}}
\]

and

\[
0 = \frac{\partial f_{2D}}{\partial \psi} (p, \psi | p_0, \psi_0, \Sigma_p) \bigg|_{p_0=\hat{p}_{\text{MP2}}, \psi_0=\hat{\psi}_{\text{MP2}}}.
\]

These relations can be solved, using the fully developed expression of \( f_{2D} \) including the terms of the inverse matrix \( \Sigma_p^{-1} \), as provided in Appendix A. When canonical simplifications are assumed, this yields

\[
\hat{\psi}_{\text{MP2}} = \psi,
\]

\[
\hat{p}_{\text{MP2}} = \begin{cases} 
(p - \sigma_p^2/p) & \text{for } p > \sigma_p \\
0 & \text{for } p \leq \sigma_p
\end{cases}
\]

as found in Quinn (2012). We observe that the MP2 estimate of the polarization fraction is systematically lower than the measurements, so that this estimator tends to over-correct \( p \), as it will be shown in Sect. 4.

After marginalization over \( p \) or \( \psi \), the 1D Most Probable (MP) estimators, \( \hat{p}_{\text{MP}} \) and \( \hat{\psi}_{\text{MP}} \), are defined independently by:

\[
0 = \frac{\partial f_{2D}}{\partial p} (p | p_0, \psi_0, \Sigma_p) \bigg|_{p_0=\hat{p}_{\text{MP}}} \quad \text{(11)}
\]

and

\[
0 = \frac{\partial f_{2D}}{\partial \psi} (\psi | p_0, \psi_0, \Sigma_p) \bigg|_{\psi_0=\hat{\psi}_{\text{MP}}}.
\]

The 1D and 2D estimators are not expected to provide the same estimates. Under the canonical assumptions, the MP estimator of \( p \) is commonly known as the Wardle and Kronberg’s (Wardle & Kronberg 1974) estimator.

As mentioned earlier, the MP estimator yields a zero estimate below a certain threshold of \( p \) (Simmons & Stewart 1985), which implies a strong discontinuity in the resulting distribution of these estimators for low SNR measurements.

#### 2.3. Asymptotic estimator

The Asymptotic estimator (AS) of the polarization fraction \( p \) is usually defined in the canonical case by

\[
\hat{p}_{\text{AS}} = \begin{cases} 
\sqrt{\frac{p^2 - \sigma_p^2}{p} - \sigma_p} & \text{for } p > \sigma_p \\
0 & \text{for } p \leq \sigma_p
\end{cases}
\]

The output distribution of the AS estimator appears as the asymptotic limit of the Rice (1945) distribution when \( p/\sigma_p \) tends to \( \infty \), just as the ML and MP estimators, and given by

\[
\text{pdf} \left( \frac{P}{\sigma_p} \right) \to \mathcal{N} \left( \sqrt{\frac{p_0}{\sigma_p^2}} + 1, 1 \right),
\]

where \( \mathcal{N}(\mu, \sigma) \) denotes the Gaussian distribution of mean \( \mu \) and variance \( \sigma^2 \). As with the previously presented estimators, this one suffers from a strong discontinuity at \( \hat{p}_{\text{AS}}=0 \).

In the general case, when the canonical simplification is not assumed, it has been shown by Ptaszczyński et al. (2014, hereafter P14) that the expression of the asymptotic estimator can
This fraction of null estimates reaches 40% at high SNR. Continuous estimators still yield up to 20% of null estimates. As detailed in Sect. 2.1, it has been shown that this equivalent ‘noise-bias’ $b^2$ ensures the minimal bias of $p_{\text{AS}}$.

### 2.4. Discontinuous estimators

The estimators of $\hat{p}$ introduced above (ML, MP and AS) exhibit a common feature: below some cutoff value the estimator yields exactly zero. This means that the estimator distribution is discontinuous and is a mixture of a discrete one (at $\hat{p}$=0) and a continuous one (for $\hat{p} > 0$). This type of distribution is illustrated in Fig. 1 for a SNR $p_0/\sigma_p$=1 and a canonical covariance matrix. The distribution of the naïve measurements is built using a Monte-Carlo simulation, starting from true polarization parameters $p_0$ and $\psi_0$. The other three distributions of $\hat{p}$ are obtained after applying the ML, MP and AS estimators. A non negligible fraction of the measurements provide null estimates of $\hat{p}$. As shown in Fig. 2, this fraction of null estimates reaches 40% at low SNR with the ML and AS estimators, and more than 50% with the ML estimator for SNR<1. It converges to 0% for SNR>4.

If taken into account as reliable estimate of $\hat{p}$, null estimates will somewhat artificially lower the statistical bias of the $\hat{p}$ estimates compared to the true value $p_0$, as detailed in Sect. 4. A null value of these estimates should be understood as an indicator of the low SNR of this measurement, which has in fact to be included into any further analysis as an upper limit value. In practice, the user seldom has various realizations at hand. Using these estimators then leads to a result with upper limits mixed with non-zero estimates in the analysis. Such complications may be especially hard to handle when studying polarized maps of the interstellar medium. On the other hand, it would be disastrous to omit those estimates in any statistical analysis, since weakly-polarized points would be systematically rejected. To avoid such complications, we explore below other estimators which avoid this issue and lead to continuous distributions. This is especially important in the range of SNR between 2 and 3, where the discontinuous estimators still yield up to 20% of null estimates.

### 2.5. Modified Asymptotic estimator

A novel powerful asymptotic estimator has been introduced by Plaszczynski et al. (2014) to correct the discontinuous distribution of the standard estimators while still keeping the asymptotic properties. It has been derived from the first order development of the Asymptotic estimator, which has been modified to ensure positivity, smoothness and asymptotical convergence at high SNR. The Modified Asymptotic (MAS) estimator is defined as follows:

$$\hat{p}_{\text{MAS}} = p - b^2 \cdot \frac{1 - e^{-p^2/b^2}}{2p},$$

where the "noise-bias" $b^2$ is given by Eq. 15 and computed using a polarization angle assessed from each sample using the asymptotic estimator $\psi$.

P14 also provides a sample estimate of the variance of the estimator that is shown to represent asymptotically the absolute risk function (defined in Sec. 3.1) of the estimator:

$$\sigma^2_{\hat{p},\text{MAS}} = \frac{\sigma^2_Q \cos^2(2\psi - \theta) + \sigma^2_U \sin^2(2\psi - \theta)}{I_0^2}.$$  

This estimator focuses on getting a “good” distribution, that transforms smoothly from a Rayleigh-like to a Gaussian one, the latter being reached in the canonical case for an SNR of about 2.

### 2.6. Bayesian estimators

The pdfs introduced in Sect. 2 provide the probability to observe a set of polarization measurements ($I$, $p$, $\psi$) given the true po-
larization parameters \((I_0, p_0, \psi_0)\) and the covariance matrix \(\Sigma\). Because we are interested in the opposite, i.e. getting an estimate of the true polarization parameters given a measurement and the knowledge of the noise properties, we use Bayes theorem to build the posterior distribution. The posterior pdf \(B\) is given in the 3D case by

\[
B(I_0, p_0, \psi_0 | I, p, \psi, \Sigma) = \frac{f(I, p, \psi | I_0, p_0, \psi_0, \Sigma) \cdot \kappa(I_0, p_0, \psi_0)}{\int_{0}^{\pi/2} \int_{-\pi/2}^{\pi/2} f(I, p, \psi | I_0, p_0, \psi_0, \Sigma) \cdot \kappa(I_0, p_0, \psi_0) \, dI_0' \, dp_0' \, d\psi_0'},
\]

where \(\kappa(I_0, p_0, \psi_0)\) is the prior distribution, which represents the a priori knowledge of the true polarization parameters and has to be positive everywhere and normalized to 1 over the definition ranges of \(I_0, p_0\) and \(\psi_0\). When no a priori knowledge is provided, we have to properly define a 'flat' prior, or non-informative prior, which encodes the ignorance of the prior. A class of non-informative priors is given by the Jeffreys’ prior \((\text{Jeffrey} 1939)\) where the ignorance is defined under symmetry transformations that leave the prior invariant. As discussed by Quinn \((2012)\) for the two dimensional case, this kind of prior can be built as a uniform prior in cartesian space \((Q_0, U_0)\) or in polar space \((p_0, \psi_0)\), both expressing the ignorance of location. We will prefer the latter, uniform in polar space, which ensures uniform sampling even for small values of \(p_0\). While \(p_0\) and \(\psi_0\) are only defined on a finite range \([0, 1]\) and \([-\pi/2, \pi/2]\), respectively, the intensity \(I_0\) may be infinite in theory, which leads to an issue when defining the ignorance prior. In practice, an approximation of the ignorance prior for \(I_0\) will be chosen as a top-hat centered on the measurement \(I\) and chosen to be sufficiently wide to cover the wings of the distribution until it becomes negligible. Such uniform priors lead to the expression of \(B\) given in Eq. \(23\), where the normalization factor has been omitted. We emphasize that the definition of the ignorance prior introduced above becomes data-dependent, which is not strictly following the Bayesian approach. Furthermore, the question of the definition range of the prior and the introduction of non-flat priors will be discussed in Sect. \(4.3,\) in the context of comparing the performance of the estimators inspired by the Bayesian approach. Similarly, the posterior pdf in 2D (i.e., when the total intensity is perfectly known, \(I = I_0\)) is defined by

\[
B_{2D}(p_0, \psi_0 | p, \psi, \Sigma_p) = \frac{f_{2D}(p, \psi | p_0, \psi_0, \Sigma_p) \cdot \kappa(p_0, \psi_0)}{\int_{0}^{\pi/2} \int_{-\pi/2}^{\pi/2} f_{2D}(p, \psi | p_0', \psi_0', \Sigma_p) \cdot \kappa(p_0', \psi_0') \, dp_0' \, d\psi_0'}. \tag{24}
\]

The analytical expressions of the posterior pdf \(B_{2D}\) with a flat prior is given in Eq. \(25\), where the normalization factors have been omitted and the intensity has been assumed perfectly known \(I = I_0\). Illustrations of this posterior pdf are presented in Appendix B. We also introduce \(B_p\) and \(B_\psi\) the Bayesian posterior pdfs of \(p\) and \(\psi\) in 1D, respectively, and defined as the marginalization of the \(B_{2D}\) over \(\psi\) and \(p\), respectively.

We use the Bayesian posterior pdf in 2D \(B_{2D}\) to build two frequentist estimators: the MAP and the MB. The MAP2 and MAP estimators in 2D and 1D, respectively, are simply defined as the \((p_0, \psi_0)\) values corresponding to the maximum of the posterior pdf, \(B_{2D}\), and \(B_p\) and \(B_\psi\), respectively. We recall that these estimators match exactly the ML estimators of Sect. \(2\) in one and two dimensions, respectively, when a flat prior is assumed. Hence the MAP2 estimators yield back the polarization measurements, whereas the MAP estimators provide a simple way to compute the ML estimates.

The Mean Bayesian Posterior (MB) estimators are defined as the first order moments of the posterior pdf:

\[
\hat{p}_{MB} \equiv \int_{-\pi/2}^{\pi/2} \int_{0}^{\pi/2} p B_{2D}(p_0, \psi_0 | p, \psi, \Sigma_p) \, dp_0 \, d\psi_0 \tag{26}
\]

and

\[
\hat{\psi}_{MB} \equiv \int_{-\pi/2}^{\pi/2} \int_{0}^{\pi/2} \psi B_{2D}(p_0, \psi_0 | p, \psi, \Sigma_p) \, dp_0 \, d\psi_0. \tag{27}
\]

Notice that in the definition of \(\hat{\psi}_{MB}\) the integral over \(\psi_0\) is performed over a range centered on the measurement \(\psi\). This has to be done to take into account the circularity of the posterior pdf over the \(\psi_0\) dimension. Note that \(B_{2D}(p_0, \psi_0 | p, \psi, \Sigma_p) = B_{2D}(p_0, \psi_0 + \pi | p, \psi, \Sigma_p)\). We stress that the frequentist estimators inspired by a Bayesian approach, \(\hat{p}_{MB}\) and \(\hat{\psi}_{MB}\), introduced above in the 2D case can be easily extended to the 3D case by integrating the pdf \(B(I_0, p_0, \psi_0 | I, p, \psi, \Sigma)\) of Eq. \(21\) over the \(I, p\) and \(\psi\) dimensions. This is extremely powerful when the uncertainty of the intensity \(I\) has to be taken into account in the estimate of the polarization parameters, which is highly recommended in some circumstances, such as a low SNR on \(I\) (<5) or the presence of an unpolarized component on the line of sight (see Sect. \(6\) and PMA I for more details).

3. Uncertainties

3.1. Variance and risk function

It is important not to confuse the variance (noted \(V\)) of an estimator with its absolute risk function (noted \(R\)). For any distribution of the random \(p\) variable the definitions are:

\[
V \equiv E[(X - E[X])^2], \tag{28}
\]

\[
R \equiv E[(X - X_0)^2], \tag{29}
\]

where \(E[X]\) is the expectation of the random variable \(X\) and \(X_0\) is the true value. Introducing the absolute bias in \(E[X] = X_0 + B\) and expanding both relations, the link between the variance and the absolute risk function is simply:

\[
V = R - B^2. \tag{30}
\]

Therefore, for a constant absolute risk function, the variance decreases with the absolute bias and both are equal when the estimator is unbiased. The variance does not require knowing

\[
B(I_0, p_0, \psi_0 | I, p, \psi, \Sigma) \propto \sqrt{\text{Det}(\Sigma^{-1})} \exp\left(-\frac{1}{2} \begin{bmatrix} I - I_0 \\ p I \cos(2\psi) - p_0 I_0 \cos(2\psi_0) \\ p I \sin(2\psi) - p_0 I_0 \sin(2\psi_0) \end{bmatrix}^T \begin{bmatrix} I - I_0 \\ p I \cos(2\psi) - p_0 I_0 \cos(2\psi_0) \\ p I \sin(2\psi) - p_0 I_0 \sin(2\psi_0) \end{bmatrix}^{-1} \begin{bmatrix} I - I_0 \\ p I \cos(2\psi) - p_0 I_0 \cos(2\psi_0) \\ p I \sin(2\psi) - p_0 I_0 \sin(2\psi_0) \end{bmatrix} \right), \tag{23}
\]

\[
B_{2D}(p_0, \psi_0 | p, \psi, \Sigma_p) \propto \frac{1}{\pi p_0 \cos(2\psi_0)} \exp\left(-\frac{1}{2} \begin{bmatrix} p \cos(2\psi) - p_0 \cos(2\psi_0) \\ p \sin(2\psi) - p_0 \sin(2\psi_0) \end{bmatrix}^T \Sigma_p^{-1} \begin{bmatrix} p \cos(2\psi) - p_0 \cos(2\psi_0) \\ p \sin(2\psi) - p_0 \sin(2\psi_0) \end{bmatrix} \right). \tag{25}
\]
the true value of the random variable, which makes it useful to provide an uncertainty estimate, but it has to be used extremely carefully in the presence of bias. In such cases, the variance will always underestimate the uncertainty.

Furthermore, it is known that the variance is not appropriate for providing uncertainties with non-Gaussian distributions, which is the case for the polarization fraction and angle. In such circumstances, the confidence intervals (see Sect. 3.3) are the preferred method for obtaining robust uncertainties. The variance, however, is often used as a proxy of the uncertainty in the high regime of the SNR. We will detail in Sect. 4.5 and 5.3 in which conditions this can still be applied.

3.2. Posterior uncertainties

One of the main benefits of the Bayesian approach is to provide simple estimates of the uncertainties associated with the polarization estimates. One option is to build credible intervals around the MAP estimates as first proposed by Vaillancourt (2006), and the other option is to use the variance of the pdf.

Given a polarization measurement \((p, \psi)\) and the posterior pdf \(B(p_0, \psi_0 | p, \psi, \Sigma_p)\), the lower and upper limits of the \(\lambda\%\) credible intervals are defined as the lower and upper limits of \(p_0\) and \(\psi_0\), ranging the iso-probability region \(\Omega(\lambda, p, \psi)\) over which the integral of \(B\) equals \(\lambda\%, so that

\[
\int_{\Omega(\lambda, p, \psi)} B_{2D}(p_0, \psi_0 | p, \psi, \Sigma_p) \, dp_0 \, d\psi_0 = \frac{\lambda}{100} \tag{31}
\]

These intervals, \([\hat{p}_{\text{MAP}}, p_{\text{MB}}]\) and \([\hat{\psi}_{\text{MAP}}, \psi_{\text{MB}}]\), estimated from the 2D expression of \(B_{2D}\) are defined around the MAP2 estimates \(\hat{p}_{\text{MAP}}\) and \(\hat{\psi}_{\text{MAP}}\), which are equal to the measurements \((p, \psi)\).

A similar definition can be given in the one-dimensional case, which leads to different results. The lower and upper limits, \(p_{\text{low}}\) and \(p_{\text{UP}}\), around \(\hat{p}_{\text{MAP}}\) are defined as follows

\[
\int_{p_{\text{low}}}^{p_{\text{UP}}} B_p(p_0 | p, \Sigma_p) \, dp_0 = \frac{\lambda}{100}, \tag{32}
\]

with the constraint that the posterior probability function is identical for \(p_{\text{low}}\) and \(p_{\text{UP}}\). Similarly, the lower and upper limits, \(\phi_{\text{low}}\) and \(\phi_{\text{UP}}\), around \(\hat{\phi}_{\text{MAP}}\) are given by

\[
\int_{\phi_{\text{low}}}^{\phi_{\text{UP}}} B_{\phi}(\phi_0 | \phi, \Sigma_p) \, d\phi_0 = \frac{\lambda}{100}. \tag{33}
\]

We recall that this integral has to be computed around the measurement value \(\hat{\phi}_{\text{MAP}}\) to take into account the circularity of the posterior pdf with the polarization angle. Notice that the credible intervals built in 1D or 2D are not supposed to be identical, as \((\hat{p}_{\text{MAP}}, \hat{\phi}_{\text{MAP}})\) and \((\hat{p}_{\text{MAP}}, \hat{\phi}_{\text{MAP}})\) are not in the general case.

The second definition of the uncertainty comes from the second moment of the 1D posterior probability density functions \(B_p\) and \(B_\phi\), as follows:

\[
\sigma^2_{\phi,\text{MB}} \equiv \int_0^{1} (p_0 - \hat{p}_{\text{MB}})^2 B_p(p_0 | p, \Sigma_p) \, dp_0, \tag{34}
\]

and

\[
\sigma^2_{\phi,\text{MB}} \equiv \int_{-\pi/2}^{\pi/2} (\psi_0 - \hat{\psi}_{\text{MB}})^2 B_{\phi}(\phi_0 | \phi, \Sigma_p) \, d\phi_0. \tag{35}
\]

The operation of subtraction between the two polarization angles must be done with care, restricting the the maximum distance to \(\pi/2\). At very low SNR, i.e. an almost flat uniform pdf, the uncertainty reaches the upper limit \(\sigma_{\phi,\text{MB}} \leq \pi / \sqrt{12} \approx 51.96\%\). We stress that these 1-\(\sigma\) intervals may not be associated with the usual 68% confidence intervals of the normal distribution, because of the asymmetrical shape of the posterior distribution and because of the circularity of the angular variable.

3.3. Confidence intervals

So far we have considered point estimation of the true \(p_0\) value which is somewhat tricky in the low SNR regime because of the non-Gaussian nature of the estimator distribution.

A different approach, that takes into account the entire shape of the distribution is to build confidence regions (or intervals), which allows at some given significance level, to bound on the value true given some estimator value.

Simmons & Stewart (1985) have built the so-called Neyman “confidence belt” for the naive estimator in the canonical case. PMA I proposed the construction of two-dimensional \((p_0, \psi_0)\) intervals, for the general covariance matrix case. The classical construction suffers from a standard issue: at very low SNR the confidence interval lies entirely in the unphysical \(p < 0\) region, and both previous studies provide over-conservative regions.

P14 has implemented the Feldman-Cousins prescription (Feldman & Cousins 1998) which is based on using a likelihood ratio criterium in the Neyman construction. This allows building intervals that always lie in the physical region without ever being conservative. They provided these intervals for the MAS estimator including analytical approximations to the upper and lower limits for 68, 95 and 99.5% significance levels.

4. \(\hat{p}\) estimator performance

4.1. Methodology

We investigate in this section the capability at providing polarization fraction estimates with low bias of the seven \(\hat{p}\) estimators introduced in the previous sections: the naïve measurements \(p\), the Maximum Likelihood (ML), the Most Probable (MP and MP2), the Asymmetric (AS), the Modified Asymmetric (MAS) and the Mean Bayesian Posterior (MB) estimators. Their performance is first quantified in terms of relative bias and risk function of the resulting estimates. Given true polarization parameters \((p_0, \psi_0)\) and a covariance matrix \(\Sigma_p\), we build a sample of one million simulated measurements \((p, \psi)\) by adding noise on the true Stokes parameters using the covariance matrix. We define the relative bias and risk function on \(p\) as follows:

\[
\text{Bias}_p \equiv \langle \hat{p} - p_0 \rangle / \sigma_{p,G} \quad \text{and} \quad \text{Risk}_p \equiv \left( \frac{(\hat{p} - p_0)^2}{\sigma_{p,G}^2} \right), \tag{36}
\]

where \(\hat{p}\) is the polarization fraction estimate computed on the simulated measurements \(p, p_0\) is the true polarization fraction, \(\langle \rangle\) denotes the average computed over the sampled simulated, and \(\sigma_{p,G}\) is the estimate of the noise of the polarization fraction. The choice of \(\sigma_{p,G}\) to scale the absolute bias and risk function, as a proxy of the \(\hat{p}\) uncertainty, is motivated by the fact that it depends only on the effective ellipticity and not on \(\psi_0\). Notice that this choice can lead to a relative risk function falling below 1 at low SNR, due to the fact that \(\sigma_{p,G}^2 > Var\) in this regime. The accuracy of the \(p\) estimators is also quantified regarding the
Bias $p$ vs $p_0/\sigma_p$ for different estimators (Naive, ML, MP, MP2, AS, MAS, MB).

Risk $p$ vs $p_0/\sigma_p$ for different estimators (Naive, ML, MP, MP2, AS, MAS, MB).

Jarque-Bera test $JB$ vs $p_0/\sigma_p$ for different estimators (Naive, ML, MP, MP2, AS, MAS, MB).

**Fig. 3.** Comparison of the average relative bias (top), risk function (middle) and Jarque-Bera test (bottom) of the pure measurements (naive, black), ML (dashed blue), MP (dashed light green), MP2 (dashed green), AS (dashed red), MAS (orange) and MB (pink) point estimators in the canonical case, as a function of the SNR $p_0/\sigma_p$. The dashed lines stand for the discontinuous estimators presenting a peak of their output distribution at $\hat{p}=0$.

Output distributions of the naive (black), MAS (orange) and the MB (pink) point estimators in the canonical case ($\epsilon_{eff}=1$), for three levels of the SNR $p_0/\sigma_p=1,2$ and 5 (from top to bottom). In the case of the MB estimator, we show two setups of $p_0=1\%$ and $50\%$ to illustrate the dependence of the output distribution on the $p_0$ value, due to the prior used in the Bayesian approach ($\hat{p}_{MB} \in [0, 1]$ so that $\hat{p}_{MB}/p_0 \in [0, 1/p_0]$). The other estimators are not sensitive to the true value $p_0$.

**Fig. 4.** Output distributions of the naive (black), MAS (orange) and the MB (pink) point estimators in the canonical case ($\epsilon_{eff}=1$), for three levels of the SNR $p_0/\sigma_p=1,2$ and 5 (from top to bottom). In the case of the MB estimator, we show two setups of $p_0=1\%$ and $50\%$ to illustrate the dependence of the output distribution on the $p_0$ value, due to the prior used in the Bayesian approach ($\hat{p}_{MB} \in [0, 1]$ so that $\hat{p}_{MB}/p_0 \in [0, 1/p_0]$). The other estimators are not sensitive to the true value $p_0$.

We use the Jarque-Bera estimator (Jarque & Bera 1980) as a test of normality of the output distribution, and defined by

$$JB = \frac{n}{6} \left( \frac{\mu_2}{\mu_2^2} + \left( \frac{\mu_4}{\mu_2^2} - 3 \right)^2 / 4 \right),$$  

(37)
where \( n \) is the number of samples and \( \mu_i \) is the naive estimate of the \( i \)th central moment of the distribution. This test is based on the joint hypothesis of the skewness and the excess kurtosis being zero simultaneously. A value \( \chi^2 = 0 \) means a perfect agreement with the normality to the 4th order, but does not prevent departure from the normality at higher orders. This \( \chi^2 \) estimator tends to a \( \chi^2 \) test with two degrees of freedom when \( n \) becomes large enough. Hence the \( \chi^2 \) has to satisfy the following condition: \( \chi^2 < \chi^2_0 \), once chosen a significance level \( \alpha \). For a significance level \( \alpha = 5\% \) and \( 1\% \), we get the conditions: \( \chi^2 < 5.99 \) and \( \chi^2 < 9.21 \), respectively.

### 4.2. Canonical case

We first assume the canonical simplification of the covariance matrix (\( \kappa_{\text{eff}} = 1 \)). The relative \( \text{Bias}_p \) and \( \text{Risk}_p \) quantities are shown on Fig. 3 for the seven \( \hat{p} \) estimators. We recall that the discontinuous estimators, shown in dashed line (ML (blue), MP (light green), MP2 (green) and AS (red)), have an output distribution presenting a strong peak at zero, which leads to artificially lower the statistical relative \( \text{Bias}_p \) when simply including null values instead of using upper limits, as discussed in Sect. 2.4. Effectively these estimators show the lower relative biases (top panel of Fig. 3) compared to the MAS (orange) and MB (pink) estimators. Hence the ML and MP2 estimators seem to statistically over-correct the data, below \( \text{SNR} = 3 \). Consequently, the ML, MP and AS \( \hat{p} \) estimators have to be used with an extreme care to deal with null estimates. We suggest here to focus on the two continuous estimators: MAS and MB.

MAS provides the better performances in terms of relative bias over the whole range of \( \text{SNR} \), while MB appears less and less efficient at correcting the bias when the \( \text{SNR} \) tends to zero. At larger \( \text{SNR} (>2) \), MB tends to slightly over-correct with a small negative relative bias (\( 2\% \)) up to \( \text{SNR} \sim 5 \), while MAS converges quickly to a null relative bias for \( \text{SNR} > 3 \).

The MB estimator clearly minimizes the risk function (in the range \( 0.7 < \text{SNR} < 3.2 \)), as expected for this kind of posterior estimator. At larger \( \text{SNR} (>3.2) \) both MAS and MB have roughly the same behavior, even if the risk function associated to MAS appears slightly lower.

The resulting \( \tilde{p}_{\text{MB}} \) distribution is highly asymmetric at low \( \text{SNR} \) (see upper panels of Fig. 4), with a sharp cutoff at \( 0.8 \sigma_p \). Moreover, we note that the output \( \tilde{p}_{\text{MB}} \) distribution depends not only on the \( \text{SNR} \) \( p_0/\sigma_p \), but also on the value of the true polarization fraction \( p_0 \). We report two cases, \( p_0 = 1\% \) (pink) and 50\% (dotted pink) in Fig. 4. This comes from the prior of the Bayesian method, which bounds the estimate \( \tilde{p}_{\text{MB}} \) between 0 and 1. As a consequence, the normality of the Bayesian distribution is extremely poor, as pointed in the bottom panel of Fig. 3, where we show that the JB test of the MB estimator is larger than 9.21 (consistent with a \( \chi^2 \) test) over the whole range of \( \text{SNR} \) explored here (up to \( \text{SNR} \sim 5 \)). On the contrary, the resulting \( \tilde{p}_{\text{MAS}} \) distribution of Fig. 4 looks much better, mimicking the Rayleigh distribution for low \( \text{SNR} \) and going neatly to the Gaussian regime, as pointed out by P14. The JB of the MAS estimator is the lowest for \( \text{SNR} > 3 \) (see bottom panel of Fig. 3), illustrating the consistency between the MAS distribution and the normal distribution. Notice that all distributions, naive, MAS and MB, converge to a Gaussian distribution at higher \( \text{SNR} \).

### 4.3. Impact of the Bayesian prior

The choice of the prior is crucial in the Bayesian approach, and we have seen how it is hard to define a non-informative prior in Sect. 2.6. The MB estimator studied up to now assumes a flat prior in \( p_0 \) between 0 and 1, equivalent to no a priori knowledge. In practice when dealing with astrophysical data, we can bound the expected true values of the polarization fraction between much tighter limits. We know, for example, that the polarization fraction of the synchrotron signal peaks at \( \sim 75\% \), but never reaches this maximum due to line-of-sight averaging. The maximum polarization fraction of the dust thermal emission is still a debated issue, but is unlikely to be larger than 20 to 30\% (Benoît et al. 2004). Appropriate priors can then be introduced to take into account this a priori physical knowledge into the MB estimator.

We have already observed in Sect. 4.2 how the output distribution of the \( \tilde{p}_{\text{MB}} \) estimates is impacted by the value of the true \( p_0 \) (1% or 50%) due to the upper limit \( p_0 < 1 \) of the prior, see Fig. 4. We explore here a family of simple priors defined by \( \kappa(p')_0 = 1/(kp_0) \) for \( p'_0 \in [0,kp_0] \) and 0 otherwise, where we ad-
Fig. 7. Output distributions of the $\hat{p}$ estimates starting from a distribution of independent true values $(p_{0,i})$ centered around 10% of polarization fraction (grey shaded region) shown at three levels of noise characterized by the mean SNR $\langle p_{0,i} \rangle / \sigma_{p,G} = 1, 2$ and 3 (top, middle and bottom, respectively). The naive (black) and MAS (orange) output distributions are compared to the MB output distributions obtained with three different priors: flat prior between 0 and 1 (solid pink), set to the naive output distribution (dotted pink) and set to the true input distribution (dashed pink).

Fig. 8. Same as Fig. 7 with a different initial distribution $(p_{0,i})$ centered on 20% of polarization fraction.
just the upper limit of the prior as a function of the expected true value. We performed Monte Carlo simulations in the canonical case by setting the true value at \( p_0 = 1\% \) and varying the upper limit of the prior \((k = 2, 3, 5, 10, \text{and} 100)\). The statistical relative Bias\(_k\) of the MB estimators associated with each version of the priors are shown on Fig. 5. The smaller the upper limit, the lower the relative Bias\(_k\), as expected. However the upper limit of the prior has to be very constraining \((k \leq 3)\) to observe a decrease of the relative bias in the range of SNR between 1.5 and 3. This requires very good a priori knowledge.

When dealing with maps of polarized data, an interesting approach would be to start by estimating the histogram of \( p \) values in the map and use it as a prior into our MB estimators, even if this moves away from a strictly Bayesian approach again by introducing a data-dependent prior. As a first guess, the prior can be set to the histogram of the naïve estimates of \( \hat{p} \), but a more sophisticated prior would be an histogram of \( p \) deconvolved from the errors, using a Maximum Entropy method for example.

We illustrate the performance of the MB estimator with this kind of prior on Figs. 6 and 7. We start with a sample of 10 000 independent true values \((p_{oi})\) ranging between 0 and 20\% of polarization fraction, with a distribution shown as the grey shaded histogram in Fig. 7 on which a random realization of the noise is added with the same noise level over the whole sample, leading to varying SNRs through the sample. We explore two extreme cases of the Bayesian prior, corresponding to i) an idealistic perfect knowledge of the input distribution and ii) its first guess provided by the naïve estimates. Hence the prior is chosen as the input distribution of the true \( p_{oi} \) values (dashed pink) and the output distribution of the naïve estimates (dotted pink). We compare the performance of these two new versions of the MB estimators with the naïve (black), MAS (orange) and flat prior MB (solid pink) estimators, in terms of relative bias in Fig. 6.

We stress that the relative bias values are not defined as previously done in Sect. 4.1, but refer now to the mean of the difference between each sample of true value \( p_{oi} \) and its associated estimate \( \hat{p}_i \). The pink shaded region provides the domain of the possible improvement of the MB estimators, by setting an appropriate prior as close as possible to the true distribution. The improvements may seem spectacular, leading to a statistical relative bias close to zero at all SNRs in the best configuration (dashed line). Caution is warranted, however, when looking at the output distributions associated with these new MB estimators on Fig. 7, shown for three levels of the noise chosen so that the mean SNR is \( \bar{p}_i/\sigma_{p,G} = 1, 2 \) and 3. At low SNR \((\sim 1)\), the output distribution of the MB estimator with a perfect prior (dashed line) is extremely peaked around the mean value of the sample \( \bar{p}_i \), but does not match the input distribution at all. Even at higher SNR (2-3), the three MB output distributions suffer from the same feature already mentioned in Sect. 4.2, a sharp cutoff at low values of \( p \). Using a prior that is too constraining will yield dramatic cuts of the extremes values of the input distribution.

By contrast, the naïve prior is quite effective in that it allows the MB estimator to recover the upper limit of the input distribution reasonably well at a SNR\(_R \geq 2\), while the other estimators fail to do so at such low SNR.

The performance of the MB estimator with an evolved prior will also strongly depend on the initial true distribution of the polarization fraction. For example we duplicated the analysis made above with a different initial distribution \((p_{oi})\) centered on 20\% of polarization fraction instead of 10\% (see Fig. 8). In this configuration, the output distributions of the Bayesian estimators are not as much affected by the cut-off at low \( p \) as observed in Fig. 7. The MB estimator with the naïve prior appears extremely effective, even at low SNR (\(~\)2).

### 4.4. Robustness to the covariance matrix

In PMA I we have discussed extensively the impact of the asymmetry of the covariance matrix on the measurements of the polarization fraction. In particular, we have stressed that once the effective ellipticity departs from the canonical case, the bias on the polarization fraction now depends on the true polarization angle \( \psi_0 \), which remains unknown. We would like to explore in this section how the performance of the various \( \hat{p} \) estimators are sensitive to the effective ellipticity of the covariance matrix.

We illustrate the dependence of the \( \hat{p} \) estimators on the true polarization angle \( \psi_0 \) in Fig. 9. Given true polarization parameters \((p_0=0.1\text{ and }\psi_0 \text{ ranging between } -\pi/2 \text{ and } \pi/2)\) and a covariance matrix characterized by \( \epsilon_{\text{eff}}=2 \text{ and } \theta=0 \) (left panel), and a SNR \( p_0/\sigma_{p,G}=1 \), we first set the polarization measurements \((p, \psi)\) to the maximum of the PDF \( f_{\text{PB}} \) (left panel). We apply then the six estimators on these measurements to get the \( \hat{p} \) estimates for each \( \psi_0 \) between \(-\pi/2 \text{ and } \pi/2\). With this particular setting, the MP2 (green) estimator gives back the true polarization fraction \( p_0 \) whatever the polarization angle \( \psi_0 \), by definition of this estimator and the choice of the measurement in this example. On the contrary, the MP (light green) and the ML (blue) estimators are extremely sensitive to the true polarization angle \( \psi_0 \), yielding estimates spanning between 0 and 1.4\( p_0 \), while the AS (red) and MAS (orange) estimators yield results spanning between 1 and 1.8\( p_0 \) when \( \psi_0 \) varies. The MB (pink) estimator provides stable estimates in the range 1.4 to 1.5\( p_0 \), which is consistent with the fact that the posterior estimators minimize the risk function. This of course has a cost, and the MB estimator provides here the largest averaged relative bias compared to the other methods, with the exception of the naïve (black) one.

More generally, for each value of the true polarization angle \( \psi_0 \) between \(-\pi/2 \text{ and } \pi/2\), we build a sample of 10 000 simulated measurements using the same setup of the covariance matrix as above. Then we compute the statistical average of the naïve, MAS and MB estimates (black, orange and pink lines, respectively) obtained on this simulated sample, with their associated 1-\( \sigma \) dispersion (black, orange and pink dot-dash lines, respectively), as shown in the right panel of Fig. 9. The averaged MB estimates present the same characteristic as shown on the left panel. By contrast, the averaged MAS estimates are independent from the unknown \( \psi_0 \) true polarization angle. The MAS 1-\( \sigma \) dispersion is, however, slightly larger than the MB 1-\( \sigma \) dispersion.

The impact of the effective ellipticity of the covariance matrix is then analysed statistically for the MAS and MB estimators only in Fig. 10. Instead of looking at the accuracy of the \( \hat{p} \) estimators around one particular measurement (the most probable one) as done in Fig. 9, for each set of true polarization parameters \((p_0=0.1, \psi_0)\), with \( \psi_0 \) ranging between \(-\pi/2 \text{ and } \pi/2\), we perform Monte Carlo simulations. For each set of true polarization parameters, we build a sample of 100 000 simulated measurements on which we apply the MAS and MB estimators to finally compute the statistical relative Bias\(_k\) and Risk\(_k\), as defined in Sect. 4.1. This is done for various setups of the covariance matrix chosen to cover the whole range of the extreme and low regimes. The minimum and maximum relative Bias\(_k\) and Risk\(_k\) are then computed over the whole range of \( \psi_0 \) and effective ellipticity \( \epsilon_{\text{eff}} \) in each regime of the covariance matrix to build the shaded regions of Fig. 10 for the MAS (top panels) and MB (bottom panels).
Fig. 9. Illustration of the robustness of the $\hat{p}$ estimators against the unknown $\psi_0$ parameter when the covariance matrix departs from the canonical value. The covariance matrix is setup with $\varepsilon_{\text{eff}}=2$ and a SNR $p_0/\sigma_{p,G}=1$, and a true polarization fraction $p_0=0.1$. For each value of $\psi_0$, we first illustrate (on the left panel) the performance of the 7 estimators on one particular measurement set to the maximum of the pdf. We focus then on the statistical average estimates $\hat{p}$ computed over 10 000 Monte-Carlo realizations for the naive, MAS and MB estimators (right panel). The full lines stand for the mean, and the dot-dash lines for the 1-$\sigma$ dispersion.

Fig. 10. Impact of the effective ellipticity of the covariance matrix on the statistical relative Bias$_p$ (left column) and Risk$_p$ (right column) quantities in the extreme (light shaded region) and low (dark shaded regions) regimes, for both MAS (orange, top) and MB (pink, bottom) $\hat{p}$ estimators. The domain of the naive measurements is repeated in grey shaded regions on both plots. The canonical case of the MAS (and MB) is also repeated on each panel in dashed orange (and pink) lines.
Fig. 11. Probability of finding the true polarization angle $p_0$ inside the interval $[\hat{p} - \sigma_\text{low}, \hat{p} + \sigma_\text{up}]$, where $\sigma_\text{low}$ and $\sigma_\text{up}$ are the lower and upper limits of each estimator: credible intervals ML/MAP CL (blue), a posteriori variance MB (pink) and MAS variance (orange). It is plotted as a function of the SNR $p_0/\sigma_{p,G}$. Monte-Carlo simulations have been carried on in low regime of the covariance matrix. The Gaussian level at 68% is shown as a dashed line.

Fig. 12. Same as Fig. 11 but plotted as a function of the measured SNR $\hat{p}/\sigma_p$.

of the MAS estimator is less impacted by a change of ellipticity for SNR>2 than the MB estimator, even in the extreme regime of the covariance matrix. The dependance of the risk function on the ellipticity is almost identical for the two estimators around their respective canonical curve. The thickness of the risk function region is slightly smaller for the MB estimator than for the MAS estimator at low SNR (<3), while it is the opposite for larger SNR (>3), as already observed in the canonical case.

4.5. Polarization fraction uncertainty estimates

The questions of estimating the polarization uncertainties and how uncertainties are propagated are essential in reliable polarization analysis. The best approach consists of building the confidence intervals to retrieve robust estimates of the lower and upper limits of the 68, 95 or 99.5% intervals, which is valid even when the distribution is not Gaussian. As already mentioned in sect. 3.3, building optimized confidence intervals including the full knowledge of the covariance matrix may represent a challenge for large samples of data. Hence P14 provides analytic approximations of such confidence intervals for the MAS estimator, which can be extremely useful.

A commonly used approach, however, is to provide the 1-$\sigma$ dispersion, assuming the Gaussian distribution of the $\hat{p}$ estimates as a first approximation. We have already stressed the difference between the risk function and the variance, and the limitations of the latter to derive robust uncertainties in the presence of bias. We compare below the performance of the usual uncertainty estimates introduced in Sect. 3 to provide robust 68% tolerance intervals: MAS variance, credible intervals MAP and 1-$\sigma$ a posteriori dispersion MB.

Starting with a true $p_0$ value, we have performed Monte-Carlo simulations in the low regime of the covariance matrix, by exploring the whole range of the true polarization angle $\psi_0$, with an SNR spanning from 0 to 30. For each simulated measurement $(p, \psi)$, we compute the $\hat{p}$ estimates with their uncertainty estimators $\sigma_p$. We then compute the a posteriori probability to find the true $p_0$ inside the interval $[\hat{p} - \sigma_\text{low}, \hat{p} + \sigma_\text{up}]$. In the case of the MAP estimator, the lower and upper limits of the interval, $\hat{p}_\text{MAP} - \sigma_\text{low}$ and $\hat{p}_\text{MAP} + \sigma_\text{up}$, are set to $p_{0\text{MAP}}$ and $p_{0\text{MAP}}^\text{up}$, respectively, (with $\psi=68$ as defined in Sect. 3.2), which can be asymmetric. We report the results compared to the expected 68% level in Fig. 11. We recall that this comparison approach is frequentist again, while anything derived from the Bayesian pdf is used to build single estimates and to be compared with the confidence intervals.

As pointed out in Sect. 3.1, the theoretical variance associated with the MAS estimator still tends to provide slightly lower probabilities than the expected 68% at low SNR, mainly due to the asymmetry of the distribution. The variance associated to the MB estimator, which is more biased at low SNR, gives extremely low probability to recover the true $p_0$ value at low SNR (<0.5). By contrast, it provides probabilities greater than 68% (as high as 90%) for SNR between 0.5 and 2. This comes from the fact that the MB variance statistically over-estimates by a factor of 2 the exact variance of the a posteriori $p_{0\text{MAP}}$ distribution at low SNR (<2). Thus, the MB uncertainty estimator yields conservative estimates of the uncertainty for SNR >0.5. At high SNR (>3) all these uncertainty estimators provide compatible estimates of the probability close to 68%.

Because the true SNR is always unknown (see Sect. 4.6), the probability to find the true $p_0$ value in the confidence interval is also shown as a function of the measured SNR in Fig. 12. This much more realistic picture shows that the variance estimates provide reliable probability for measured SNR larger than ~6.

4.6. Polarization signal-to-noise ratio

In any real measurement, the true SNR $p_0/\sigma_{p,G}$ remains unknown. From observations, we only have access to the measured SNR, which can be obtained by the ratio $\hat{p}/\sigma_p$ associated with each estimator, or by a confidence interval approach (see P14), which is much more robust at a low true SNR. We show in Fig. 13 the accuracy of the measured SNR compared to the true SNR for the four following methods: the naive estimate plus Classical estimate of the uncertainty, the MAS estimate with the associated variance, the MB estimate and its variance, and the ML estimate with the MAP credible intervals. We observe that all methods agree only for a true SNR larger than 3, giving back the true SNR in this regime. Below this true SNR, the measured SNR becomes extremely biased whatever the method used, due
1. Methodology

As pointed out by PMA I, once the covariance matrix is not canonical ($e_{\text{eff}} > 1$), a bias of the polarization angle measurements $\psi$ appears with respect to the true polarization angle $\psi_0$. This bias may be positive or negative. We propose to compare the accuracy by correcting the bias of the polarization angle of the four following $\hat{\psi}$ estimators: naive measurements $\psi$, the ML $\psi_{\text{ML}}$ (which is equivalent to the MAP $\hat{\psi}_{\text{MAP}}$), the MP2 $\psi_{\text{MP2}}$ and the MB $\hat{\psi}_{\text{MB}}$.

Similarly to the $\hat{p}$ estimators, we define the relative bias and risk function on $\hat{\psi}$ as follows:

$$\text{Bias}_{\psi} = \frac{\langle \hat{\psi} - \psi_0 \rangle}{\sigma_{\psi,0}} \quad \text{and} \quad \text{Risk}_{\psi} = \frac{\langle (\hat{\psi} - \psi_0)^2 \rangle}{\sigma_{\psi,0}^2},$$

where $\hat{\psi}$ is the polarization angle estimate computed on the simulated measurements $\psi$, $\psi_0$ is the true polarization fraction and angle, $\langle \rangle$ denotes the average computed over the simulated sample, and $\sigma_{\psi,0}$ is the standard deviation of the simulated measurements.

2. Performance Comparison

We explore the performance of the four $\hat{\psi}$ estimators at four SNR=0.5, 1, 2 and 5 (from top to bottom) and a covariance matrix with an effective ellipticity $e_{\text{eff}}=2$, on Fig. 14. The relative Bias$_{\psi}$ (left panels) and Risk$_{\psi}$ (right panels) are plotted as a function of the true polarization angle $\psi_0$. While the MB (pink) estimator seems to provide the least biased estimates with the lowest risk function at low SNR (<1), it becomes the least efficient at higher SNR. On the contrary, the ML (or MAP too) presents poor performances at low SNR, but provides impressive results at high SNR, reducing the relative bias close to zero at a SNR of 5. The MP2 estimator does not present any satisfactory properties: strong relative bias and risk function in almost all cases. Hence this $\hat{\psi}_{\text{MP2}}$ estimator can be ruled out.

An overview of the performance of the four $\hat{\psi}$ estimators as a function of the SNR is shown on Fig. 15, after marginalization over all the possible values of the $\psi_0$ parameter. As the relative Bias$_{\psi}$ can be positive or negative depending on $\psi_0$, we compute the average of the absolute value of the relative bias, $<|\text{Bias}_\psi|>$ as an indicator of the statistical performance of the estimators whatever the true polarization angle is. We observe again on the left panel of Fig. 15 that the MB (pink) estimator provides the lowest relative bias for SNR<1.2, while the ML is especially powerful for SNR>2. All estimators provide almost the same results for the average Risk$_{\psi}$ (left panel), even if MB appears slightly better than the others, including the naive measurements.

The examples provided above have been computed with an extreme effective ellipticity ($e_{\text{eff}}=2$) to emphasize the observations, but the same conclusions can be reached for lower values of the ellipticity. See, for example, the case with $e_{\text{eff}}=1.1$ shown in dotted line in Fig. 15. In the low regime of the covariance matrix, however, the statistical relative bias on $\psi$ is very small, typically smaller than 5% of the dispersion, so that the need to correct the bias on $\psi$ remains extremely limited.

5.3. Polarization angle uncertainty estimates

Once a reliable estimate of $\hat{\psi}$ based on the MB and ML (MAP) estimators has been obtained, we would like to build a robust estimate of the associated uncertainties $\sigma_\psi$, which should be done by building confidence intervals. Because this last step could represent important efforts in some cases, for example when dealing with the full covariance matrix, we detail other methods below.

One option is to use the uncertainty associated with the MB estimator, $\sigma_{\psi,\text{MB}}$ (see Eq. 35). Another is to use the credible intervals built around the MAP estimates on the posterior pdf. We can keep the lower and upper limits, $\psi_{\text{low}}$ and $\psi_{\text{up}}$, computed for a 68% credible interval, or build a symmetrized uncertainty:

$$\sigma_{\hat{\psi},\text{MAP}} = \frac{1}{2} \left( \psi_{\text{up}} - \psi_{\text{low}} \right).$$

A third option consists in taking the classical uncertainty given in PMA I, derived from the derivatives of the polarization parameters. PMA I has already shown that this $\psi$ uncertainty estimator, associated with the naive measurements, tends to systematically underestimate the true dispersion of the $\psi$ distribution.

We first assume the canonical simplification of the covariance matrix, which implies that the $\psi$ measurements are not statistically biased. We also recall that under such assumptions the ML (MAP) and MB $\hat{\psi}$ estimators will give back the measurements $\psi$. We study, however, how the uncertainties associated with these two estimators can be used to get a reliable estimate of the uncertainty $\sigma_\psi$. Starting from a true ($p_0, \psi_0$), we simulate a sample of 50 000 simulated measurements $p, \psi$ at a given SNR $p_0/\sigma_p$, on which we apply the two ML (MAP) and MB $\hat{\psi}$ estimators and their associated uncertainty $\sigma_{\psi,\text{MAP}}$ and $\sigma_{\psi,\text{MB}}$, respectively. From this simulated set we can derive the averaged $\sigma_\psi$ for both methods. Because all estimators give back the measurements in the canonical case, we compare the MAP (blue) and MB (pink) polarization angle uncertainties estimators directly to the true dispersion (black) of the $\psi$ measurements in Fig. 16. We also repeat the average of the classical estimates.
Fig. 14. Comparison of the relative Bias$_{\psi}$ (left) and Risk$_{\psi}$ (right) quantities of the four $\hat{\psi}$ estimators: Naive (black), ML (blue), MP2 (green) and MB (pink) plotted as a function of the true polarization angle $\psi_0$ and computed at four SNR $p_0/\sigma_{p,\ell} = 0.5$, 1, 2 and 5. The covariance matrix is set to $\epsilon = 2$ and $\rho = 0$ ($\epsilon_{\text{eff}} = 2$).
Fig. 15. Statistical relative $|\text{Bias}_\psi|$ (left panel) and $\text{Risk}_\psi$ (right panel) averaged over $\psi_0$ between $-\pi/2$ and $\pi/2$, as a function of the SNR on $p_0/\sigma_{p,G}$, for the four $\hat{\psi}$ estimators: naive (black), ML / MAP (blue), MP2 (green) and MB (pink). We consider two setups of the covariance matrix here: $\epsilon_{\text{eff}}=2$ (solid line) and $\epsilon_{\text{eff}}=1.1$ (dotted line).

Fig. 16. Average polarization angle uncertainty as a function of the SNR in the canonical case: true uncertainty $\sigma_{\phi,0}$ (black), Classical estimate $\sigma_{\phi,C}$ (C, dashed dark), ML $\sigma_{\phi,\text{MAP}}$ (blue) and MB $\sigma_{\phi,\text{MB}}$ (pink) estimators. The covariance matrix is assumed to be canonical.

(dashed line) of the polarization uncertainty estimate, which has been shown by PMA I (see their Fig. 7) to underestimate by a factor of two the true uncertainty at low SNR ($<2$). We observe that the MAP estimator $\sigma_{\phi,\text{MAP}}$ provides an extremely good estimate of the polarization angle uncertainty compared to the true one over the whole range of SNR, even if slightly conservative up to a SNR of 5. The MB estimator $\sigma_{\phi,\text{MB}}$ provides consistent estimates of the uncertainty from intermediate SNR--1, but still underestimates at lower SNR ($<1$).

In the non-canonical case a statistical bias on $\psi$ appears, which can be partially corrected using the appropriate $\hat{\psi}$ estimators (see Sect. 5.2), leading to an output distribution of the $\hat{\psi}$ estimates. We quantify the performance of the $\psi$ uncertainty estimators via Monte-Carlo simulations, as done for the $\hat{p}$ uncertainties. Starting from a set of polarization parameters $(p_0=0.1, -\pi/2<\psi_0<\pi/2)$, we build a sample of simulated measurements $(p, \psi)$ using various setups of the covariance matrix in the low regime, and various SNRs ranging from 0 to 30. We then compute the a posteriori probability to find the true polarization angle $\psi_0$ in the interval $[\hat{\psi} - \sigma_{\psi}^{\text{low}}, \hat{\psi} + \sigma_{\psi}^{\text{up}}]$, where $\sigma_{\psi}^{\text{low}}$ and $\sigma_{\psi}^{\text{up}}$ are symmetrized. The results are shown as a function of the true SNR $p_0/\sigma_{p,G}$ in Fig. 17 and of the measured SNR $\hat{p}/\sigma_p$ in Fig. 18. We observe that the MAP estimator provides slightly conservative probabilities over the whole range of SNR. The MB estimator gives low probabilities to recover the true polarization angle $\psi_0$ for a true SNR $<1$, and a measured SNR $<2$.

6. Three-dimensional case

In all of the preceding sections, the total intensity $I$ was assumed to be perfectly known, $I = I_0$. In some cases, however, this assumption is not valid as discussed by PMA1. For instance, one needs to subtract from the observed intensity signal any unpolarized component, leading to three main issues: i) the derived polarization fraction may be grossly underestimated if this is not done properly, ii) this subtraction may be subject to a relatively large uncertainty, larger than the noise on the total intensity, and
could lead to diverging estimates of the polarization fraction when intensity crosses null values; iii) this uncertainty on this unpolarized component intensity level should be included in the
3D noise covariance matrix, and propagated to the uncertainty estimates of the polarization fraction. This happens for instance when dealing with the polarization fraction of the Galactic dust component at high altitude, where the total intensity of the signal is strongly contaminated by the unpolarized signal of the Cosmic Infrared Background (CIB).

The Bayesian approach has the definite advantage over other estimators discussed here in that it can deal fairly easily with three-dimensional ($I, Q, U$) noise. However, an uncertain total intensity still poses problems, which are most acute in low brightness regions, since the noisy $I$ may become null or negative, leading to infinite or negative polarization fractions. With this in mind, it is possible that the choice of the prior in $p_0$ and $I_0$ may have a strong impact on the $\hat{p}_{MB}$ estimate. One may for instance choose to allow for negative $I_0$ in low-brightness regions, which implies extending the definition range of the polarization fraction to the negative part, leading to a prior defined on $[-1,1]$. Another possibility in this case, and possible development of the present paper, is to extend the dimensionality of the problem to include the unpolarized intensity component $I_{\text{offset}}$, e.g., with a flat prior between $I_{\text{offset,min}}$ and $I_{\text{offset,max}}$, and still imposing $I_0 > 0$.

Let us stress that the Bayesian approach is also currently the only one that can deal with correlation between total intensity $I$ to Stokes $Q$ and $U$. We note, however, (i) new and forthcoming polarization data sets have a much better control of these systematics, and (ii) the impact of these correlations between noise components on the polarization fraction and angle bias is quite limited, as shown by PMA1.

7. Conclusion

We have presented in this work an extensive comparison of the performance of the polarization fraction and angle estimators. While Simmons & Stewart (1985) focused on the common estimators of the polarization fraction, such as the Maximum Likelihood (ML), the Most Probable (MP) and the Asymptotic (AS), and Quinn (2012) suggested to use a Bayesian approach to estimate the polarization fraction, we have generalized all these methods to take into account the full covariance matrix of the Stokes parameters. We have also included in this comparison a novel estimator of the polarization fraction, the Modified Asymptotic (MAS, Plaszczynski et al. 2014). In addition, we have performed for the first time a comparison of the performance of the polarization angle estimators, since a statistical bias of $\psi$ is expected when the covariance matrix departs from its canonical form. We have followed a frequentist methodology to investigate the properties of the polarization estimators, even when dealing with the frequentist estimators inspired by the Bayesian approach.

The question of the performance of a $\hat{p}$ or $\hat{\psi}$ estimator depends intrinsically on the analysis we would like to carry out with these quantities. Including or not the full covariance matrix is one of the first questions that must be handled, but the more important aspect relies on the properties of the output distribution of each estimator. In practice, a compromise between three frequentist criteria has to be found: a minimum bias, a minimum risk function, and the shape of the output distribution, in terms of non-Gaussianity. We present below a few recipes associated to typical use cases.

- **Build a mask.** It is usually recommended to build a mask on the intensity map, instead of using the SNR of the polarization fraction, so that no values of the polarization fraction (especially low values of $p$) are discarded in the further analysis. It can be useful, however, to build a mask based on the SNR of a polarization fraction map when we are interested in strong values of the polarization fraction only, and we try to reject $p$ estimates artificially boosted by the noise. This is the case when we look for the maximum value of $p$, for example. In this context we suggest following the prescription of P14, using a combination of the MAS estimator with confidence intervals. This method allows building conservative domains where the SNR is ensured to be greater than a given threshold. P14 provide numerical approximations in the canonical case. If one wants to take into account the specificity of the noise properties in each pixel, confidence intervals can be built for any covariance matrix (including ellipticity and correlation), but it could require intensive computing. Another alternative in that case is to build credible intervals using the posterior distribution (MAP).

- **Large maps of the polarization fraction with high SNR on the intensity.** Another typical use case is to provide large maps of the polarization fraction with the associated uncertainty, when the intensity is assumed to be perfectly known. Because of their discontinuous distributions presenting a peak at $\hat{p}=0$ and their strong dependence to the unknown true polarization angle $\psi_0$, the common estimators of $p$ ML, MP and AS are not well designed for this purpose. These estimators could produce highly discontinuous patterns with zero values over the output $\hat{p}$ map when the SNR goes below 4, which may imply complicated analysis including upper limits values. In order to avoid such issues, we first suggest using the MAS estimator which has been shown to produce the lowest relative bias, with a continuous output distribution which becomes close to a Gaussian for SNR larger than 2. Moreover, the relative risk function associated with the MAS estimator becomes competitive for SNR>3, while the MB estimator minimizes the relative risk function for an intermediate SNR, between 1 and 3. The uncertainties can then be derived again from the confidence or credible intervals, depending on the ellipticity of the covariance matrix. A second option, especially suited for intermediate SNR (2-3), consists in performing a preliminary analysis on the data to build a prior from the $\hat{p}$ distribution, which can then be injected into the MB estimator. The performance of this method strongly rely of the properties of the initial true distribution. It is particularly efficient for true po-
lization fractions largely greater than zero, to avoid the major drawback of the MB estimator presenting a lower-limit proportional to the noise level. Hence the MB (with flat prior) estimator presents a cut-off at $0.8\sigma_p$, so that it can never provide null estimates of $p$. We stress that above a SNR of 4, all methods (except MP2) fall in agreement.

- Combined polarization fraction and angle analysis. The Bayesian estimators of $\hat{p}_{MB}$ and $\hat{\psi}_{MB}$ may be used to build estimates of the polarization fraction and angle simultaneously, by taking into account the full covariance matrix, including the ellipticity and correlation between $Q$ and $U$, and the correlation between total and polarized intensity. This could be useful when performing an analysis over large areas with inhomogeneous noise properties, when the SNR on the intensity becomes problematic, or when an important correlation between $I$ and $(Q, U)$ exists. Nevertheless we stress that the output distributions of the MB estimators are strongly asymmetric at low SNR (<3), and that the Bayesian uncertainty estimates cannot be used as typical Gaussian 68% tolerance intervals.

- Low SNR on the intensity. We recommend in this case to use the Bayesian estimators which allow simultaneous estimates of the intensity and the polarization parameters, taking into account the full covariance matrix, and include the impact of the uncertainty of the intensity on the polarization fraction estimate.

- Very low SNR studies. Very low SNRs studies may require different approaches. We have seen that at low SNR, all estimators provide biased estimates of the polarization fraction, with highly asymmetrical distributions. The more conservative option in this case is to use the confidence or credible intervals. Similarly the question of assessing the unpolarized level of a set of data (i.e. SNR<0) has been first raised by Clarke et al. (1993). They suggested to used Kolmogorov test to compare the measurement distributions with the expectation derived by $\text{MB}$ and $\hat{\psi}_{MB}$ fall in agreement.

$\text{Kolmogorov test with } 
\int_{-\infty}^{\infty} F(x) \, dx = \frac{1}{\sigma_{\text{MB}}} \int_{-\infty}^{\infty} F(x) \, dx
$ leading to

$\hat{\psi}_{MB} = \frac{1}{2} \arctan \frac{(v_{11}v_{22} - v_{12}^2)}{(v_{11}v_{22} - v_{12}^2) \sin 2\psi + v_{12} \cos 2\psi),}$

$\hat{p}_{MB} = \frac{A_1}{(A_1 \cos \hat{\psi}_{MB} + A_2 \sin \hat{\psi}_{MB}),}$

with

$A_1 \equiv p \left( v_{11} \cos^2 \psi + v_{22} \sin^2 \psi + 2v_{12} \cos \psi \sin \psi \right) - 1/p,
A_2 \equiv v_{11} \cos \psi + v_{22} \sin \psi,
A_3 \equiv v_{22} \cos \psi + v_{11} \sin \psi.$

This analytical solution only depends on the input measurements $(p, \psi)$ and the covariance matrix $\Sigma_p$. Because the polarization fraction must be positive, there exists a lower limit of the SNR so that $\hat{p}_{MB} = 0$. In that case $\hat{\psi}_{MB}$ is not constrained any more and can be chosen to any possible value, we will set it equal to the measurement $\psi$. Moreover, this expression can be simplified when $\rho = 0$, which implies that $v_{12} = 0$, leading to:

$\hat{\psi}_{MB} = \frac{1}{2} \arctan \frac{(p^2 - 1/v_{22})}{(p^2 - 1/v_{11})},$

$\hat{p}_{MB} = \frac{p \left( v_{11} \cos^2 \psi + v_{22} \sin^2 \psi \right) - 1/p}{(v_{11} \cos \psi \cos \hat{\psi}_{MB} + v_{22} \sin \psi \sin \hat{\psi}_{MB})}.$

In the canonical case $(v_{12} = 0, v_{11}v_{22} = 1/\sigma^2_p)$, we recover the expression derived by Quinn (2012):

$\hat{\psi}_{MB} = \psi,$

$\hat{p}_{MB} = \begin{cases} (p - \sigma_p^2/p) & \text{for } p > \sigma_p
0 & \text{for } p \leq \sigma_p \end{cases}.$

Appendix A: Most Probable in general case

The MP2 estimators, $\hat{p}_{MP2}$ and $\hat{\psi}_{MP2}$, have to satisfy the Eqs. 8 and 9 simultaneously. These relations can be solved, using the fully developed expression of $f_{2D}$ including the terms of the inverse matrix $\Sigma_p^{-1}$.

$\Sigma_p^{-1} = \begin{pmatrix} v_{11} & v_{12} \\ v_{12} & v_{22} \end{pmatrix},$ (A.1)

$\hat{\psi}_{MP2} = \frac{1}{2} \arctan \frac{(v_{11}v_{22} - v_{12}^2) \sin 2\psi \cos 2\psi}{(v_{11}v_{22} - v_{12}^2) \cos 2\psi + v_{12} \sin 2\psi),}$

$\hat{p}_{MP2} = \frac{A_1}{(A_1 \cos \hat{\psi}_{MP2} + A_2 \sin \hat{\psi}_{MP2}),}$ (A.2)

with

$A_1 \equiv p \left( v_{11} \cos^2 \psi + v_{22} \sin^2 \psi + 2v_{12} \cos \psi \sin \psi \right) - 1/p,
A_2 \equiv v_{11} \cos \psi + v_{22} \sin \psi,
A_3 \equiv v_{22} \cos \psi + v_{11} \sin \psi.$
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Appendix B: Bayesian Posterior pdf

We illustrate the shape of the posterior pdf in Fig. B.1, where $B_{2D}(p|\hat{\psi},\Sigma_p)$ is shown at four levels of the SNR and five couples of $(\epsilon, \rho)$. It is interesting to notice that the posterior pdf allows the polarization fraction to be null at low SNR, when these values were rejected by the pdf (see Appendix B of PMA I). Moreover the posterior pdf peaks at the location of the measurements used to compute it. As largely emphasized in PMA I, we also recall that once the effective ellipticity of the covariance matrix departs from the canonical simplification, the pdfs are sensitive to the initial true polarization angle $\psi_0$. 

\[ \int_{-\infty}^{\infty} f(x) \, dx = \frac{1}{\sigma_{\text{MB}}} \int_{-\infty}^{\infty} f(x) \, dx \]
Appendix C: Mean Bayesian Posterior analytical expression

In the canonical case, the MB estimator of the polarization fraction $p$ takes a simple analytical expression. The Bayesian posterior on $p$ is given in this case by:

$$B_p(p_0 \mid p, \Sigma_p) = \frac{R(p \mid p_0, \Sigma_p) \cdot \kappa(p_0)}{\int_0^1 R(p \mid p_0, \Sigma_p) \cdot \kappa(p_0) \, dp_0},$$

where $\kappa$ is the prior chosen equal to 1 over the definition range ([0,1]), and $R$ denotes the Rice (1945) function which is defined by

$$R(p \mid p_0, \Sigma_p) = \frac{p}{\sigma_p^2} \exp\left(-\frac{p^2 + p_0^2}{2\sigma_p^2}\right) I_0\left(\frac{pp_0}{\sigma_p^2}\right),$$

where $I_0(x)$ is the zeroth-order modified Bessel function of the first kind (Gradshteyn & Ryzhik 2007) and $\sigma_p = \sigma/\Sigma_p = \sigma/\Sigma_0$ is the characteristic noise level of the polarization fraction.

The MB estimator and the posterior variance take the following forms

$$\hat{p}_{MB} = \frac{\int_0^1 p_0 \, e^{-\frac{1}{2} \sigma_p^2} I_0\left(\frac{pp_0}{\sigma_p^2}\right) \, dp_0}{\int_0^1 e^{-\frac{1}{2} \sigma_p^2} I_0\left(\frac{pp_0}{\sigma_p^2}\right) \, dp_0}$$

and

$$\sigma_{p,MB}^2 = \frac{\int_0^1 (p_0 - \hat{p}_{MB})^2 \, e^{-\frac{1}{2} \sigma_p^2} I_0\left(\frac{pp_0}{\sigma_p^2}\right) \, dp_0}{\int_0^1 e^{-\frac{1}{2} \sigma_p^2} I_0\left(\frac{pp_0}{\sigma_p^2}\right) \, dp_0}.$$
where $\Gamma$ is the Gamma function and $I_1$ is the confluent hypergeometric function of the first kind, we can derive that
\[
\int_0^\infty e^{-\frac{r^2}{2\sigma^2}} I_0\left(\frac{PP_0}{\sigma_p^2}\right) dp_0 = \frac{1}{2} \left(\frac{1}{2\sigma_p^2}\right)^{\frac{1}{2}} \Gamma \left(\frac{1}{2}\right) I_1\left(1, 1, \frac{p^2}{2\sigma_p^2}\right)
= \sqrt{\pi/2} \sigma_p e^{p^2/4\sigma_p^2} I_0\left(p^2/4\sigma_p^2\right)
\]
and
\[
\int_0^\infty p_0 e^{-\frac{r^2}{2\sigma^2}} I_0\left(\frac{PP_0}{\sigma_p^2}\right) dp_0 = \sigma_p^2 I_1\left(1, 1, \frac{p^2}{2\sigma_p^2}\right)
= \sigma_p^2 e^{p^2/2\sigma_p^2}.
\]

We finally obtain the simple expression of the MB estimator and the associated Bayesian variance:
\[
\hat{\rho}_{\text{MB}} = \frac{\sigma_p \sqrt{\pi} \exp\left(\frac{\rho^2}{4\sigma_p^2}\right)}{I_0\left(\frac{\rho^2}{4\sigma_p^2}\right)}
\]
and
\[
\hat{\sigma}_{\rho,\text{MB}} = \hat{\rho}_{\text{MB}} \sqrt{\frac{\pi}{2} \exp\left(\frac{-\rho^2}{4\sigma_p^2}\right) I_0\left(\frac{\rho^2}{4\sigma_p^2}\right) F_1\left(\frac{3}{2}, 1, \frac{\rho^2}{2\sigma_p^2}\right) - 1}.
\]

As shown in Fig. C.1, this analytical approximation gives less than 0.15% of relative error at low SNR compared to the exact $\hat{\rho}_{\text{MB}}$ estimate and less than 0.05% for the associated uncertainty. This small departure quickly tends to 0 for a SNR>4. Thus these expressions may be used to speed up the computing time when the canonical simplification may be assumed.

Fig. C.1. Accuracy of the approximate analytical expression of the Bayesian estimates of the polarization fraction $\hat{\rho}_{\text{MB}}$ (solid line) and its associated uncertainty $\hat{\sigma}_{\rho,\text{MB}}$ (dashed line), as a function of the SNR of the measurement $\rho/\sigma_p$, where $\sigma_p=\sigma_{Q_0}/I_0=\sigma_{U_0}/I_0$.

We explore in Fig. C.2 to extent to which the canonical simplification may be done in the presence of an effective ellipticity of the covariance matrix. In this more general case, we suggest changing $\sigma_p$ into $\sigma_{p,G}$ in the Eqs. (C.9) and (C.10). The relative error between the approximate estimate and the exact Bayesian estimate has been explored in two regimes of the covariance matrix, the low ($1<\epsilon_{\text{eff}}<1.1$) and tiny ($1<\epsilon_{\text{eff}}<1.01$) regimes. Three domains are observed in the top panel of Fig. C.2 dealing with the accuracy of the $\hat{\rho}_{\text{MB}}$ estimate: i) at low SNR (<1) the bias on $\rho$ is so large that the presence of an effective ellipticity does not affect significantly the estimate in comparison; ii) for an intermediate range of the SNR (1<SNR<4), the effective ellipticity of the $\Sigma_p$ significantly affects the Bayesian estimate so that the departure of the analytical approximation from the exact estimate becomes important; iii) at high SNR (>4) the noise is so low that the Bayesian estimate is not sensitive to the asymmetry of the covariance matrix anymore. Consequently, the approximate analytical expression provides very good estimates of $\hat{\rho}_{\text{MB}}$ for SNR<1 and SNR>4, and 5% to 0.5% of relative error for intermediate 1<SNR<4 in the low and tiny regimes of the covariance matrix, respectively. Notice that in the extreme regime of the covariance matrix the relative error increases up to 20%.

Concerning the accuracy of the Bayesian approximate estimate $\hat{\sigma}_{\rho,\text{MB}}$ of the polarization fraction uncertainty (bottom panel), the agreement is better than 0.1% for SNR<1, and about 8% SNR>1 in the low regime, and 1% in the tiny regime.
Because the uncertainty becomes small compared to the polarization fraction at high SNR, up to 8% of error in $\hat{\sigma}_{pMB}$ is still acceptable for this approximation.
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