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Abstract

This paper reviews atomistic force field parameterizations for molecular simulations of cementitious minerals, such as tricalcium silicate (C₃S), portlandite (CH), tobermorites (model C-S-H). Computational techniques applied to these materials include classical molecular simulations, density functional theory and energy minimization. Such simulations hold promise to capture the nanoscale mechanisms operating in cementitious materials and guide in performance optimization. Many force fields have been developed, such as Born–Mayer–Huggins, InterfaceFF (IFF), ClayFF, C-S-H FF, CementFF, GULP, ReaxFF, and UFF. The benefits and limitations of these approaches are discussed and a database is introduced, accessible via a web-link (http://cemff.epfl.ch). The database provides information on the different force fields, energy expressions, and model validations using systematic comparisons of computed data with benchmarks from experiment and from ab-initio calculations. The cemff database aims at helping researchers to evaluate and choose suitable potentials for specific systems. New force fields can be added to the database.
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1. Introduction

Cement is one of the most important materials in the construction industry and it has been used for concrete production for over 2000 years. Concrete is the largest material by volume used by mankind. Its use is expected to double in the next 30 years. Therefore, the advancement in the understanding of new concrete formulations is still a very active research area and a substantial amount of research has been focused on the development of high performance sustainable materials towards the emission reduction of greenhouse gases from the cement industry.

Currently cement production contributes about 6-8% of yearly man-made global CO$_2$ emissions.[1, 2] In the production of cement about 60% of the CO$_2$ emissions comes from the decomposition of limestone (CaCO$_3$) which is almost 80% of the raw material for cement manufacture. Reduction of this, “chemical” CO$_2$ means using less calcium oxide in the cement. This can be achieved by using new alternative materials (calcined clays, limestone, waste products such as fly ash, slag and silica fume).[3-5] However, such additions change the chemistry and reactivity, and may have consequences on the mechanical properties as well as durability of cement and concrete structures.[6-8] A key factor will be to guarantee the new material reactivity and durability as concrete structures are expected to last for decades. This can only come from a profound scientific understanding of the cementitious materials and their behaviour, starting from the atomistic level and then going from the microscale to the macroscale by integrating the information gained from atomistic simulations.

1.1. Why atomistic scale simulations are interesting?

There are many aspects of cement and concrete behaviour that would benefit from a better understanding at the atomistic level[3],
i) Dissolution of the anhydrous clinker and growth of the solid hydrous cement phases[9-16]

ii) Interaction of chemical additives with anhydrous and hydrous cement phases[17-20]

iii) Influence of replacing clinker with locally available materials (clays, waste materials and recycled materials) which influences the chemistry, hydration dynamics, effect on microstructure development[4-7, 21]

iv) Degradation mechanisms in cement and concrete (corrosion of steel reinforcements, freeze thaw and sulphate attack)[22-24]

v) Mechanism of waste/cement interactions (storage of radioactive and non-radioactive waste)[25-28]

vi) Understanding the dependence of mechanical and fracture characteristics due to anisotropy, hardness, dislocation dynamics, porosity and impurities, etc.[29-35]

All of these phenomena deal with chemistry at interfaces at the nanoscale level – the mechanisms behind the above mentioned points are poorly understood even if some knowledge of the microscopic level chemistry is well documented. To be able to predict properties at early ages, durability and degradation phenomena, we need a concerted bottom up approach, with effort at both the atomistic scale to give accurate inputs into microstructural models[36-38] which will then feed mesoscale continuum models[19, 39] that are already well developed. With this better understanding of atomistic scale mechanisms, experimental work at the larger concrete testing scale will be better directed and more efficient, eliminating much of the “test and try” methodology. This will allow precise understanding and thus help to achieve a satisfactory reduction in carbon footprint associated with cementitious systems.
1.2. State of the art

The use of atomistic modeling has made great progress over recent years in many different fields, for example, chemical reactivity, crystal growth, ion speciation, inorganic-organic interfaces, molecular recognition, self-assembly, mechanical and thermal properties.[40-47]

This progress has made it possible to start simulating different phases related to hydrated cement, namely portlandite[44-46, 48] and tobermorite as a calcium silicate hydrate (C-S-H) model, anhydrous as well as hydrous cementitious phase interfaces [40, 43, 49-55] and interfacial chemical reactions[40, 45, 56-58].

There has however been some discussion as to the accuracy and comparability of these atomistic simulations both between each other and when confronted with experiment.[59, 60]

Part of this is perhaps, for the atomistic simulation results at least, due to a lack of a simple way to compare results when looking at different systems using different empirical potentials (Born−Mayer−Huggins (BMH)[54], ClayFF[44], C-S-H FF[43], CementFF[46], GULP[61], INTERFACE[51], ReaxFF[62], and UFF[63]). These empirical potentials with accurate parameterizations are the heart of atomistic force field models, and need to be able to give a correct representation of chemical bonding via covalent and ionic interactions[47, 64, 65].

1.3. Difficult to compare which potential is the best for which situation

One approach to eliminate these shortcomings would be to create a database of force fields used for atomistic simulations with cementitious systems which allows their comparison. Such a database together with a training set or a set of benchmarks (either experimental or from ab-initio simulations) with which the strengths and limitations of the different force fields could be estimated, would help to give a more coherent approach. This would aid tremendously in comparing and evaluating the accuracy and compatibility of the approaches. Such a database would eliminate the re-investigation and validations of force fields already tested and allow a
quicker and better choice for future work. The development of such a database and illustration of its use for a series of benchmarks is the subject of this paper. A generalized approach to parameterizing the atomistic models without proper validations can fail to achieve the targeted accuracy and reliability. General purpose force fields like UFF and DREIDING have not been validated to reproduce the physical and chemical properties of specific compounds, and therefore have limited application in cementitious systems.[66, 67]

1.4. Brief overview of cemff database

We first give a brief description of the different empirical force fields that have been used for comparison of the benchmarks before describing the organization of the database. Then the results for the benchmarks chosen using each of the force fields, e.g. properties such as crystal structure, elastic, interfacial and thermal properties, for 3 solids of great importance in cementitious systems namely: tobermorite (model C-S-H, C: CaO, S: SiO$_2$, and H: H$_2$O), portlandite (CH) and tricalcium silicate (C$_3$S) are compared. Finally examples of where the selected force fields are best suited are illustrated highlighting how the database can help researchers choose the best path towards answering an atomistic scale problem by simulation techniques in cementitious systems.

2. Force Field Database

The CEMFF/cemff (http://cemff.epfl.ch) database provides an online library of user-contributed force fields, calculation input files and benchmarking data, aimed at quick comparison of how different force fields perform in a given situation (Fig. 1). The library takes the form of a web-application with a simple and intuitive user interface allowing consultation and editing of the different items stored in the database. Currently there is no specialized force field database available for cement minerals, which is the motivation behind the development
of cemff. Presently OpenKIM[68] and NIST[69] repositories provides force field parameters for elements, alloys, mixtures and semiconductor compounds. But cement minerals are very complex minerals which requires a specific set of force field parameters to validate each mineral. cemff can collect all types of force field models created for cement minerals by researchers around the world and provide the benefits and limitations of each atomistic force field model.

On a technical level, the web-application is based on a custom python back-end, built around the Flask framework[70], querying an SQL database whose items are exposed as python objects to the back-end via the SQLAlchemy library[71]. The user interface is minimalistic by design and decorated by the industry-standard Bootstrap CSS code. Descriptions text fields allow formatted structured input using the Markdown syntax[72] (list, links, emphasis) together with a MathJax[73] parser for easy input of complex mathematical expressions via the LaTeX syntax. The SQL database has several tables, such as 'Forcefields', ‘Calculations’ or ‘Benchmarks’, storing the corresponding database objects. Objects fields, or database columns, can store strings, text, integers, real numbers or relationship to other objects, with one-to-many and many-to-many paradigms depending on the context. Object data is presented on a dynamically generated HTML page where different fields are displayed and, once logged in, users are granted access to an edition mode. Database items can be modified by the user that created them, and the cemff administrators. This scheme is chosen to prevent accidental modification of important information and preserve the integrity of the database during its evolution. In the hope of increasing interaction between researchers using the database, an online web forum is included with the interface. Future iterations of the database might add a ranking mechanism where users can rate force fields, according to their own in-situ experience. The database is structured in a way that it is general enough to accommodate most numerical cases where a force field is involved. A ‘forcefield’ object is characterized by a name, an
author’s field, a textual description and a list of ‘potential terms’. ‘Potential terms’ come with a name and a mathematical description, representing the general form of an interaction between two or more bodies. A ‘potential term’ is expected to have a number of free parameters, while a ‘forcefield’ is thought of as several ‘potential term’ items with a definite value for each of the free parameters. At the time of writing, there is no implemented mechanism of making these parameters explicit in the database. In addition, there is the possibility to upload files (simulation code, input files, output files, molecular structures in Cartesian atomic coordinates), add references to scientific articles, as well as references to other force fields and links to possible equivalent versions on the other force field online libraries such as OpenKIM[68] and NIST[69]. Finally, the web application provides a powerful tool that allows a visual comparison of the parameters, corresponding to an arbitrary selection of force-field based calculations and benchmarks, as presented later in section 3.

2.1. ClayFF Force Field

As it is clear from the name itself, ClayFF was originally developed in response to a strong need for a robust and flexible force field for molecular simulations of mineral/water interfaces, most particularly – clays and clay-related phases, including metal (oxy-)hydroxides and layered double hydroxides (LDHs).[44] Computational molecular modeling of such interfaces is especially challenging, because their solid mineral substrate is often incompletely or poorly characterized both in terms of their crystal structure and composition. They often have large unit cells, low symmetry, and large variable composition, and frequently occur as only micron to sub-micron size particles. Obviously, the same compositional and structural complications are typical of most cementitious materials, therefore this force field was almost immediately applied for molecular simulations of several cement-related phases.[43, 48, 74-76]
There are two ways to introduce realistically the necessary mobility and flexibility of such complex hydrated solid substrates without sacrificing the accuracy of the calculation by a common assumption of an entirely rigid or “frozen” substrate. One can explicitly introduce a set of bonded interaction terms in addition to commonly used electrostatic and van-der-Waals (vdW) terms of the force field. In this approach, all predominantly covalent bonds must be identified and evaluated for each possible local interatomic coordination.\[49-51, 77, 78\]

However, the application of this approach to systems with complex covalent bond structures may be problematic due to lack of experimental data to constrain all the parameters necessary for a full description of the bonded interactions.\[79\] The force field parameters must remain thermodynamically consistent, i.e., reproduce structures and surface energies, to be readily transferable among models and simulations.\[44, 51, 77\] The overall structure of the force field parameterization must be simple enough to allow modelling of highly disordered systems containing large numbers of atoms and to effectively capture their complex and often cooperative behavior.

Thus, in the development of ClayFF the following arguments were considered. The parameters of octahedrally coordinated Ca in the portlandite structure can be accurately determined with all the necessary bonds, angles, and torsional terms, based on the well-defined X-ray diffraction and other experimental data for Ca(OH)$_2$ crystals. However, this parameterization would hardly be directly transferable for Ca in the structure of tobermorite minerals or Ca in the AFm phase (hydrocalumite), where Ca octahedra are highly distorted. Therefore, the equilibrium bond distances, angles, and torsions are completely different and should be reparametrized in order to properly describe these structures. In view of the above argumentation, the development of ClayFF was based on an alternative approach: to treat the majority of bonded interactions in the crystals as pseudo-ionic (i.e., formally non-bonded), and require that the proper crystal structures and local atomic coordinations are maintained solely by a careful
balance between interatomic electrostatic attractions and vdW repulsion terms of the force field.[44] This greatly simplified approach requires dramatically smaller number of force field parameters for its implementation, but allows for molecular simulations of even highly disordered and complex systems containing hundreds of thousands or even millions of atoms. However, one has to remember that it does neglect the nature of chemical bonding which is predominantly covalent and only partially ionic for most silicates.[64]

Historically, it is exactly the complexity of the AFm hydrocalumite structure that was an inspiration for the development of this ClayFF-like pseudo-ionic approach to create a force field that ignores explicit definition of bonds and angles.[79] The total potential energy of a simulated system in ClayFF is generally represented by a sum of all electrostatic interactions, short-range non-bonded (vdW) interactions, a very limited number of explicit bonded interactions:

\[ E_{\text{Total}} = E_{\text{Coul}} + E_{\text{VDW}} + E_{\text{Bond Stretch}} + E_{\text{Angle Bend}} \]  

(1)

Electrostatic and vdW interactions are excluded between bonded atoms, and bonds are usually represented by simple harmonic terms. The energy of electrostatic interactions is inversely proportional to the distance between the charges, \( r_{ij} \) as described by the Coulomb law:

\[ E_{\text{Coul}} = \frac{e^2}{4\pi\varepsilon_o} \sum_{i \neq j} \frac{q_i q_j}{r_{ij}} \]  

(2)

where \( q_i \) and \( q_j \) are the atomic partial charges, \( e \) is the charge of the electron, and \( \varepsilon_o \) is the dielectric permittivity of vacuum. The vdW term includes the short-range repulsion dominating the increase in energy as two atoms closely approach each other and the attractive dispersion energy at larger interatomic distances:

\[ E_{\text{VDW}} = \sum_{i \neq j} D_{0,ij} \left[ \left( \frac{R_{0,ij}}{r_{ij}} \right)^{12} - 2 \left( \frac{R_{0,ij}}{r_{ij}} \right)^{6} \right] \]  

(3)
where \( D_{0,ij} \) and \( R_{0,ij} \) are empirical parameters derived from the fitting of the model to observed structural and physical property data. \( D_{0,ij} \) and \( R_{0,ij} \), and the partial atomic charges are the key parameters in ClayFF. The vdw parameters between the unlike atoms are calculated according to the arithmetic mean rule for the distance parameter, \( R_0 \), and the geometric mean rule for the energetic parameter, \( D_0 \):

\[
R_{0,ij} = \frac{R_{0,i} + R_{0,j}}{2}
\]

\[
D_{0,ij} = \sqrt{D_{0,i}D_{0,j}}
\]

The empirical parameters in ClayFF were originally optimized to accurately reproduce the experimentally known crystal structures of simple and well-characterized oxides, hydroxides, and oxyhydroxides, such as brucite, portlandite, quartz, kaolinite.[44] In this approach, the individual atoms do not have their full formal charges, but rather carry so-called partial atomic charges which empirically account for electron transfer in actual covalent bonds. Oxygen atoms, for instance, typically have partial charges of \(-0.8\) to \(-1.1\), rather than their formal value of \(-2\). These partial atomic charges were derived by Mulliken and ESP analysis from periodic density functional theory (DFT) quantum chemical calculations. Together with the vdw parameters, they were empirically optimized based on the experimental crystal structure refinements of the above model phases. Oxygen and hydroxyl charges vary depending on their occurrence in water molecules, hydroxyl groups, and bridging and substitution environments.

Explicit bonded interactions are used to describe only the O–H bonding in water molecules and hydroxyl groups, and the covalent bonding in polyatomic dissolved species such as sulfate[48] or uranyl[80]. In these cases, the bond stretching (e.g., O–H) and bond angle bending (e.g., H–O–H) interactions are simplified to include only harmonic terms:

\[
E_{\text{Bond Stretch } ij} = k_1 (r_{ij} - r_o)^2
\]

\[
E_{\text{Angle Bend } ijk} = k_2 (\theta_{ijk} - \theta_o)^2
\]
where \( k_1 \) and \( k_2 \) are the harmonic force constants. \( r_0 \) and \( \theta_0 \) denote the equilibrium values of the bond length and bond angle respectively.

For water molecules, the flexible version of the simple point charge (SPC) potential was originally used\[81, 82\], and the force field parameters for aqueous cations and anions are largely incorporated from published intermolecular functions compatible with the SPC water model.

Another important general simplification of ClayFF was that for consistency with the SPC water model, the vdW terms centered on all types of O atoms in crystal structures were assumed to be equal to those of the SPC water oxygen, while those centered on the H atoms of structural O–H groups were ignored.\[44\] The charges on the O and H atoms can vary due to their occurrence in H\(_2\)O molecules, hydroxyl groups, and bridging sites. They also vary with nearest neighbor cation substitution in the crystal structures. Thus, ClayFF empirically accounts for charge delocalization due to cation substitution (e.g., Al for Si, or Ca for Al) such that charge is removed from the cationic center to neighboring oxygen depending on the local oxygen environment.

### 2.2. INTERFACE Force Field (IFF)

Development of the INTERFACE force field (IFF) began in 2003 and continues today.\[49-51, 77, 78, 83-85\] IFF is the first uniform classical simulation platform for the assembly of inorganic, organic, and biological nanostructures at the 1-1000 nm scale.\[51\] It is based on thermodynamic consistency of classical Hamiltonians for organic and inorganic components. The INTERFACE force field parameterizations have been validated for multiple potential energy expressions including the PCFF,\[86-88\] COMPASS,\[89\] CHARMM,\[90\] AMBER,\[91\] GROMACS,\[92\] and OPLS-AA\[93\] by employing the same functional form and combination rules to enable simulations of inorganic-organic and inorganic-biomolecular
interfaces. IFF parameterization emphasizes chemically meaningful atomic charges and van-der-Waals parameters with thorough validation by measured atomic-scale and surface properties.[64, 77, 83, 85, 94] The reason is twofold: (1) chemical bonding is reproduced by a chemically realistic balance of covalent versus ionic bonding, which enables also reactive extensions[64], (2) it fulfils the requirement of an accurate quantum mechanical Hamiltonian that reproduces structures (X-ray data) and energies (e.g. surface energy), and energy derivatives (elastic constants, thermal properties). Development of force field parameters requires foremost the analysis of chemical bonding, then the validation of structural and energetic properties that need to be consistent with experimental data (Fig. 2).[51] It includes rigorous assessment of structural, interfacial, mechanical, and thermal properties of inorganic minerals for establishing the reliability of atomistic force field models and computation of such important properties under various processing conditions. Typically, the validation of structure and energy is sufficient for all other quantities to follow without further adjustments. The atomistic model based on IFF parameters provides a wide range of properties such as lattice constants, densities, surface energies, solid–water interface tensions, anisotropies of interfacial energies of different crystal facets, structural (IR and Raman spectra) properties, thermal and elastic constants.[49-51, 84, 85, 94]

IFF uses two representative expressions for the total potential energy of a simulated system for classical molecular simulations. The two types of potential energy expressions were chosen to achieve broad applicability of force field parameterization including PCFF,[86-88] MMFF,[95] COMPASS,[89] (Eq. (8)), and CVFF,[96] OPLS-AA,[93] AMBER,[91] CHARMM[90] (Eq. (9)). The total potential energy ($E_{pot}$) (Eqs. (8) and (9)) of the system is the sum of the energy contributions for quadratic bond stretching ($E_{bonds}$), quadratic angle bending ($E_{angles}$), as well as electrostatic ($E_{Coulomb}$) and van-der-Waals interactions ($E_{vdW}$) between atoms and as such depends only on the Cartesian coordinates of the atoms along the
directions of the three coordinate axes. The latter two terms, the electrostatic interactions and the van-der-Waals interactions, represent non-bonded interactions. Parameters $r_0$, $\theta_0$, $K_r$, $K_\theta$, $\epsilon$, and $\sigma$ represent equilibrium bond lengths, equilibrium bond angles, vibrational constants for bond stretching, vibrational constants for angle bending, equilibrium non-bonded energy and equilibrium non-bonded distance between two atoms of the same type, respectively. In mixtures with other elements or compounds, the parameters $\epsilon_{ij}$ and $\sigma_{ij}$ for non-bonded interactions between different atom types $i$ and $j$ can be obtained by standard combination rules of the respective force field. Further details on the above mentioned parameters as well as combination rules used in the Eqs. (8) and (9) can be found in the elsewhere.[51] The expressions of quadratic bond stretching ($E_{bonds}$), quadratic angle bending ($E_{angles}$) and electrostatic ($E_{Coulomb}$) interactions are same in both Eqs. 8 and 9.

In contrast to other force fields, IFF does not rely on quantum mechanical calculations of atomic charges, as atomic charges obtained from any quantum chemical calculation subject to large uncertainties.[64, 97] The charges in IFF reproduce dipole moments and internal multipole moments that have been measured unequivocally in experiment for many compounds. In the approximation of atom-based charges, as used in the force field, the corresponding atomic charges are then exactly defined, i.e., one dipole moment only allows one exact charge distribution. This definition avoids the large uncertainty (up to several 100%) associated with quantum mechanical electron densities and population analysis. For complex silicates and aluminates, the use of dipole moments and related experimental data (deformation electron densities and near-spherical partitions) is complemented by the Extended Born model that uses atomization energies, ionization energies, and coordination numbers to further identify relative atomic charges of chemically similar compounds (e.g., known charges for carbon in tetrahedral oxygen coordination in relation to silicon in tetrahedral oxygen coordination, or aluminum in octahedral oxygen coordination relative to calcium and silicon
in octahedral oxygen coordination).[47, 49, 64, 77, 85, 94] Using multiple independent approaches for each compound to assign the atomic charges, they converge to within <10% uncertainty and leads not only to consistent atomic charges, but also a reasonable semi-quantitative description of the balance of polar versus covalent bonding that helps in modeling of chemical reactions.

\[
E_{pot} = \sum_{ij \text{ bonded}} K_{ij} (r_{ij} - r_{0,ij})^2 + \sum_{ijk \text{ bonded}} K_{ijk} (\theta_{ijk} - \theta_{0,ijk})^2 + \frac{1}{4\pi\varepsilon_0} \sum_{ij \text{ nonbonded \ (1,3 excl)}} \frac{q_iq_j}{r_{ij}} + \\
\sum_{ij \text{ nonbonded \ (1,3 excl)}} \varepsilon_{ij} \left[ 2\left(\frac{\sigma_{ij}}{r_{ij}}\right)^9 - 3\left(\frac{\sigma_{ij}}{r_{ij}}\right)^6 \right]
\]

(8)

\[
E_{pot} = E_{bonds} + E_{angles} + E_{Coulomb} + \sum_{ij \text{ nonbonded \ (1,3 excl)}} \varepsilon_{ij} \left[ \left(\frac{\sigma_{ij}}{r_{ij}}\right)^{12} - 2\left(\frac{\sigma_{ij}}{r_{ij}}\right)^6 \right]
\]

(9)

Presently the IFF database includes validated models of clay minerals, fcc metals, silica, comprehensive coverage of cement minerals, calcium sulfates, hydroxyapatite and poly(ethylene oxide). To understand realistic chemical reaction mechanism in successive steps, it also provides representative surface models with variable surface chemistry and a range of pH values. There are also no adjustable or numerical “fit” parameters as every parameter is grounded in a physical chemical interpretation. Silicate parameters for C-S-H, for example, are consistent with those for silica and clay minerals, and allow quantitative predictions for any water and organic interfaces.[84, 98] A limitation is the difficulty to simulate chemical reactions, however, algorithms for bond breaking and formation including experimentally verified and quantum-mechanical criteria can be included for specific chemical reactions.[99]
2.3. Cement Force Field (CFF)

The salient feature of cement force field is its applicability to all cementitious systems. The force field is developed by combining and adapting potentials developed for systems with similar atomic species. The calcium-oxygen interaction is from the adaptation of Freeman et al.[100] using the formulation of Schroeder et al.[101] on the force field originally developed by Lewis and Catlow[102]. These interactions are based on Buckingham functional forms and the species have full formal charges except for the hydroxyl groups (OH). Additionally, Freeman et al.[102] used TIP3P for the water model and this is replaced by TIP4P/2005 potential developed by Abascal and Vega[103] which gives better agreement to the physical and thermodynamic properties of water.

The work of Freeman et al. did not include systems containing silicates. For the silicon–oxygen and oxygen–oxygen interactions, the potential parameters are adopted from Leeuw and Parker[104, 105] which consisted of polarizable oxygen shells. These shells were removed in accordance with the work of Freeman et al.[100] and this leads to a straightening of the Si-O-Si angle. In order to correct this, a Si–O–Si harmonic angle potential was introduced and the parameters were chosen to fit the experimentally observed Si–O–Si angle in quartz. An additional harmonic angle potential describing Si–O–H angle was also added to the force field.

Except for water and hydroxyl, all other atoms have full formal charges. This has the big advantage that no special care has to be taken to model defects, such as surfaces, where partial charges might change as well as the adsorption of ions from the solution. It has been said, that a full atomic charge force field leads to excessive restructuring and water density fluctuations at solid-water interfaces. However, comparison between water density fluctuations at the (0001) surface as calculated with the current and the partial atomic charge used in ClayFF force field[48, 75] does not show any indication of such excessive restructuring.[106] The full
parameters of the force field can be found in the supporting information of previous publications [66,67].

The resulting force field has been tested on lime, portlandite, alite (triclinic crystal), quartz, 9Å tobermorite and 14 Å tobermorite.[106, 107] The ability of the force field to simulate the structure of solvated calcium and hydroxyl ions are also used to validate the applicability to cementitious systems. As an additional validation, the reaction enthalpies of several chemical reactions, involving the above mentioned minerals/phases and different aqueous species, have been calculated and which were found to be in good agreement with experimental values[106, 107]. Based on these values empirical expressions for the estimated errors on structures and enthalpies have been developed [106, 107].

2.4. ReaxFF Force Field

ReaxFF is a reactive force field initially developed by A.C.T van Duin and coworkers to investigate combustion reactions[62] and was rapidly adapted to the investigation of inorganic materials.[108] In ReaxFF the potential energy of the system $E_{total}$ is computed from the expression:

$$E_{total} = E_{bond} + E_{angle} + E_{torsion} + E_{over} + E_{vdW} + E_{Coulomb} + E_{specific}$$ (10)

The first four terms ($E_{bond} + E_{angle} + E_{torsion} + E_{over}$) describe the short range interactions between bonded atoms, and correspond to the interatomic two body bonding energy, the three body angular energy, the four body torsion energy, and a penalty energy to avoid over coordination. Unlike traditional force fields, ReaxFF does not use constant functions to relate interatomic distances or angles with the potential energy for the bonding interactions. The potentials are bond-order dependent continuous functions. In short, the bond-order is a quantity
that represents the electron density in the region between two atoms[109], hence giving an idea of how strong is the bond between them. At each step of the simulation, the bond-order is computed from the atomic position and introduced into the potentials, balancing the interaction. If the bond-order between two atoms decreases, so does the interaction energy, until it goes to zero, when effectively the bond between them breaks. The next two terms ($E_{\text{vdW}}$ and $E_{\text{Coulomb}}$), represent the non-bonded van der Waals and Coulomb energies, and the last term, $E_{\text{specific}}$, includes specific energy terms for certain systems, like hydrogen bonding and lone pairs in water molecules, or conjugation in hydrocarbons. The Columbic energy is a long range interaction due to atomic charges. In ReaxFF, atomic charges are computed at each simulation step by an electronegativity equalization method (EEM).[110, 111] This allows the description of polarization effects of molecules in different environments. Finally, a key characteristic of the ReaxFF formalism, necessary to accomplish chemical reactions, is the fact that each atom has a unique identity. For instance, there is a single type of oxygen atom, whether it is part of a water molecule, tricalcium silicate, or the C-S-H gel, and it will be able to migrate from one type to another if chemical reactions take place. This is a notable difference with non-reactive force fields where an atom can have different "identities" depending on the chemical environment, i.e. water oxygen is different from silicate oxygen, they are not exchangeable, and each of them has a particular set of empirical parameters and atomic charge.

In practice, the ReaxFF formalism translates into a great flexibility to describe molecular properties, but more importantly, ReaxFF makes it possible to simulate chemical reactions and determine transition states accurately[112, 113]. This allows the simulation of chemical reactions in considerably larger systems with respect to DFT or semi-empirical methods.[114] ReaxFF has been widely employed to study catalysis[115, 116], material failure[117], gas-phase reactions[118] and aqueous phase chemistry[119].
methodology details, the applications, and the implementation and acceleration possibilities, we suggest the reader refers to some recent reviews.[120, 121]

ReaxFF application to cement research was facilitated after the parameterization of the Ca/O/H set by Manzano et al.[45]. This set was merged with the existing Si/OH/ set[122], making the full Si/Ca/O/H set available to study the most relevant phases of cement, calcium silicates and their hydration products.[123] Since then, considerable research has been conducted to determine the correlation between the C-S-H structure (water content, silicate chain length, Ca/Si ratio, and order-disorder) and properties,[33, 124-128] with special focus on mechanics and confined water dynamics.[35, 45, 129, 130] Besides calcium silicate hydrates, the Ca/O/H set was also used by Liu et al. to investigate mechanical failure of ettringite,[40] a work that showed the potential transferability of the Ca/O/H set of parameters to study other oxides, incorporating for instance sulfate groups and/or aluminum atoms.[131] A second area of interest is the dissolution of cement minerals, which will be addressed in detail in section 5.

2.5. CSH-FF Force Field

CSH-FF is a force field potential developed for hydrated calcium-silicates[132] using both structural and elasticity data.[43] It is an improved version of the core-only model ClayFF[44] because it is designed for predicting both structural data and high-order properties (i.e. elastic constants). Compared to other force fields such as core–shell potentials[133] and ReaxFF[62], CSH-FF is less expensive computationally and thus more efficient for larger systems.

The CSH-FF predictive capabilities are rigorously benchmarked against first principles results for two tobermorite polymorphs distinguished by their basal spacing and hence water content: 14 Å tobermorite[134] and 11 Å tobermorite[135]. Note that tobermorite polymorphs also differ in chemistry in terms of Ca/Si ratio: the 14 Å tobermorite by Merlino has a Ca/Si ratio equal to 0.83; while 11 Å tobermorite by Hamid has Ca/Si ratio ranging from 0.67 to 1, among
which the one of ratio equal to 1 is employed.[135] Since ClayFF was designed for predicting structural data, it has some shortcomings in predicting higher order properties such as elastic constants. The limited degree of transferability of ClayFF for complex hydrated calcium-silicate materials requires an improvement of the second-order predictive capabilities.[136] An inspiration for such an improvement comes from SiO$_2$ core-only potentials that give a good account of many properties of quartz including structural and elasticity properties.[137] These potentials are based on the same set of equations as ClayFF but use different parameters. It should be noted that some of the partial atomic charges used in the ClayFF model, are different to those derived for the C-S-H FF using quantum calculations. The atomic charges are significantly different than those derived from the reference DFT calculations.[138] In the spirit of the core-shell approach, short-range (Lennard Jones) interactions between cations are not considered in CSH-FF, and the cation-cation Coulombic repulsion are assumed to be sufficient, leading to a simpler description as compared to ClayFF. All fitting and parameterization of the CSH-FF potential were performed using the GULP code.[61] From the quantum-derived charges, there is a distinction between calcium atoms in different chemical environments e.g. interlayer calcium (C$_w$), and intralayer calcium (Ca). Unlike the atomic charge of calcium ion used previously in ClayFF. CSH-FF uses as a set of fitting data from extensive DFT calculations including the cell parameters, the bulk and shear moduli and the entire 21 elastic constants of tobermorite 11 Å; thus in total 29 input data. During fitting, all short range (Lennard-Jones) parameters (except the non-bonded interactions between C$_w$ and O, O$_w$ and Ca, O$_w$ and Si parameters are selected from ClayFF initial values as they are found to have no significant energy contribution) were freely adjusted with respect to the DFT data. In brief, CSH-FF is derived based on fitting 29 parameters (Lennards-Jones parameters + atomic charges) to 29 observable input data with equal weight. More detailed information on
3. Model Validations

This section deals with the comparison of experimental and computed data on structural, mechanical and surface properties of representative cementitious phases. The validation of each mineral is described in this section along with force field parameters mentioned in the supporting information and in the cemff database. Contributions towards validated atomistic models have been reported by five research groups involved in the atomistic force field development for cement minerals. Lattice parameters, mechanical properties, surface as well as interfacial energies of portlandite (CH), tricalcium silicate (C$_3$S) and tobermorite (model C-S-H) minerals (Fig. 3) using different force fields have been included (Table 1, Table 2 and Table 3). We present a detailed description on model validations by each force field in a separate subsection. A comparative analysis and further discussion on presented force fields have been provided in section 4.

3.1. Model Validations using ClayFF

Over the last 10-15 years, ClayFF has been successfully tested in numerous molecular simulations of a wide range of systems, showing good promise to further evolve into an adaptable and broadly effective force field for molecular simulations of clays, cement phases[139, 140] and other aluminosilicate materials and their interfaces with aqueous solutions.[44, 48, 75, 141-143] Table 1 and Table S1 illustrate that, despite its simplicity, ClayFF is able to quite accurately reproduce the crystallographic parameters of many cement-related phases. The good agreement for portlandite is, of course, not surprising, because its crystal structure was initially used to fit the force field parameters. However, all other structures
in Table S1 were simply constructed out of a relatively small number of originally parameterized “building blocks”, assuming their transferability within the ClayFF modeling approach. ClayFF can be implemented into the most common molecular simulation packages such as LAMMPS[144], GULP[61], DL_POLY[145], NAMD[146] and TOWHEE[147].

In addition to structural properties, ClayFF quite accurately reproduces the energetics of swelling for a wide range of layered silicates and hydroxides.[75, 143, 148] In particular, the MD-simulated energetics of water sorption in Na- and K- kanemite, [(Na, K)HSi\textsubscript{2}O\textsubscript{5}·nH\textsubscript{2}O], is found to be in excellent agreement with the observed X-ray diffraction, water sorption, TGA/DTA, and \textsuperscript{29}Si NMR data.[142] Kanemite-like volumes appear to be a significant component of alkali silicate hydrate (A-S-H) gels with compositions in the range observed for in-service concrete. XRD data suggest that these nano-particles are 10-20 nm thick perpendicular to the silicate layers. MD modeling has shown that entry of water into the interlayer spaces of kanemite is structurally and energetically limited and, thus, that expansion of the alkali silicate hydrate (A-S-H) gels produced during the alkali silica reaction (ASR) is due to incorporation of water molecules principally between nano-particles, rather than within kanemite-like interlayer galleries.[142] The ClayFF-optimized structures of Na- and K- kanemite are in excellent agreement with those determined from X-ray diffraction data (Table S1).

3.2. Validations of Atomistic Models using IFF

Interpretations of IFF parameterization for inorganic minerals are well discussed in section 2.2. It is very important to establish the reliability of these atomistic force field models used for cementitious systems. This has been achieved by reproducing the cell parameters (Table 1), mechanical properties (Table 2), surface and interfacial energies (Table 3) of the atomistic models in comparison with available experimental data. In general, IFF follows a rigorous
validation scheme that includes vibrational spectra (IR and Raman), heat of immersion, thermal expansion coefficient, and a full range of surface ionization data corresponding to pH in addition to the above mentioned properties.[50, 83, 84, 94] IFF provides validated atomistic model of calcium sulfates, silica, tricalcium aluminate, ettringite, pH-sensitive hydroxylated C₃S surface, tobermorites and monosulfate minerals.[50, 51, 84, 85] These minerals have a very important role during cement hydration. To run the molecular simulations using validated IFF models, one can use the computer simulation packages such as LAMMPS[144], Material Studio[149], GROMACS[150], NAMD[146] and TOWHEE[147].

Models of three-dimensional periodic super-cells of portlandite, tricalcium silicate, tobermorite 11Å and 14Å were built using the known X-ray diffraction data.[134, 151-153] Details of the construction of models are fully described in our earlier papers.[49, 51] Different sizes of simulation boxes were used for the reproduction of cell parameters, bulk modulus, Young’s modulus, surface as well as interfacial energy. We emphasize that the simulation results are independent of box size as long as dimensions exceed 1.2 nm, i.e., larger than the range of electrostatic interactions (in charge-neutral systems with dipoles <0.3 nm apart) and van-der-Waals interactions. Minor statistical errors may also occur during the simulations. But it can be avoided by using suitable simulation protocols and good statistics. Computed lattice constants and densities of crystal structures for all compounds listed in Table 1 exhibit very small deviations from X-ray diffraction data, typically as low as 0.2 to 1% using MD simulations under the NPT ensemble. Mechanical properties including bulk modulus, Poisson’s ratio and Young’s modulus of all compounds deviate 0 to 10% from experiment (Table 2). The solid-vapor and solid-liquid interfacial energies for different crystal facets deviate 0 to 10% from experiment for inorganic compounds (Table 3). Overall, IFF reproduces a wide range of physical, chemical, mechanical and thermal properties in quantitative agreement with experimental measurements.[51] In this paper, we have presented revised force
field parameters of tobermorite minerals (mentioned in the supporting information, Table S2). Improvements of the tobermorites and C-S-H force field models are still subject to ongoing research.

3.3. Model Validations using CementFF

Classical molecular dynamics using DL_POLY code[145] with a time step of 0.7 fs, Ewald summation for long range forces and a cut off of 8.5 Å has been used for all the systems reported here. Portlandite has been thoroughly studied using this force field.[106, 154] As shown Table 1, the force field is able to capture the lattice parameters within the estimated error of 5% on bond distance. The elastic properties were derived from the elastic tensor, using the Hill definition for the bulk and shear moduli calculated with METADISE package (Table 2).[105] The calculated properties are either within or just outside the error limit of the experimental values as can be seen in Table 2. Cleavage energies calculated using METADISE package and the water-portlandite interfacial energies for different crystallographic surfaces are shown in Table 3.[46] CementFF can be easily implemented in most of the molecular dynamics packages such as LAMMPS[144], GULP[61] and DL_POLY[145].

3.4. Validations of Atomistic Models using ReaxFF

The structure and elasticity of the test systems (Table 1 and Table 2) were computed by energy minimization. A 3×3×3 supercell of tricalcium silicate (C₃S) was studied with the help of LAMMPS program[144] using a conjugate gradient minimization algorithm with energy and force tolerance cut-offs of 10⁻⁵ kcal/mol. The elastic tensor coefficients were obtained from the stress-strain linear fits, applying strain from +3% to −3% (expansion and compression respectively) in steps of 0.5% for all the strain matrix elements. Portlandite and tobermorite were simulated with the help of GULP[61] using a 2×2×2 supercell for the former and 2×2×1
for the later. The energy minimizations were done using a Newton-Raphson algorithm, and the elastic tensor coefficients were determined by the internal routines of GULP from the second derivatives of the energy respect to the applied strain. The elastic properties of all the phases were derived from the elastic tensor coefficients, using the Hill definition for the bulk and shear moduli.[155] Surface energies of tricalcium silicate and tobermorite were computed using molecular dynamics simulations. For both systems, we built slabs of thickness 3 nm and cross-sectional area of 2 nm$^2$ with 3 nm vacuum space to avoid self-interactions, the computed surface energies of minerals were presented in Table 3.[156] Since ReaxFF uses particular functional forms (Eq. 10), it cannot be used directly in any simulation code. The main codes with ReaxFF implementations are GULP[61], LAMMPS[144] and PuReMD[157].

3.5. Validations of Atomistic Models using CSH-FF

The rigorous validation of CSH-FF has been achieved for two cases (the 11 Å tobermorite, and the 14 Å tobermorite) where the 11 Å tobermorite has been used for the development of CSH-FF parameters, but the 14 Å tobermorite has not.[52] Note that the atomic charges in CSH-FF are significantly different from both DFT and ClayFF atomic charges except for water (unchanged during fitting) (see Table S4). Therefore, they should be considered as effective potential fitting parameters. The quality of the fitting can be seen in the good agreement for tobermorite 11 Å, in both structural data (Table 1), and elasticity data (see Tables 2, S6, S7 and S8). The comparisons of the elastic tensor are not only for each component, but also for three other measurements of the elastic tensor: Euclidean distance, Riemannian metric, and Voigt–Reuss–Hill (VRH) approximation (See S1.5). The good agreement for 11 Å tobermorite is self-evident because the fitting process is based on this crystal structure. As a further validation, 14 Å tobermorite (Table 1) and its elasticity data (Tables 2, S9, S10 and S11) are examined. Interestingly, in some cases CSH-FF displays superior performance than the core–
shell model[43] for a significantly smaller computational effort. Note that for hydroxyl groups (O–H) present in tobermorite 14 Å, CSH-FF uses the same parameters as derived in ClayFF. In this case, to ensure the charge neutrality of the cell, the small extra positive charge is divided between all the cation atoms. In addition, the ability of CSH-FF is also demonstrated for a porous glassy calcium silicate hydrate (C-S-H) model. CSH-FF can be implemented in common molecular dynamics programs like LAMMPS[144], GULP[61], and DL_POLY[145].
<table>
<thead>
<tr>
<th>Mineral</th>
<th>Force field type</th>
<th>Method</th>
<th>Cell dim.</th>
<th>a   (nm)</th>
<th>b   (nm)</th>
<th>c   (nm)</th>
<th>α  (°)</th>
<th>β   (°)</th>
<th>γ   (°)</th>
<th>V   (nm$^3$)</th>
<th>ρ   (g/cm$^3$)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portlandite (Trigonal)</td>
<td>Experiment[152]</td>
<td></td>
<td>1×1×1</td>
<td>0.3589</td>
<td>0.3589</td>
<td>0.4911</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>0.0548</td>
<td>2.246</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>DFT[158]</td>
<td>EM**</td>
<td>1×1×1</td>
<td>0.369</td>
<td>0.369</td>
<td>0.497</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>0.0586</td>
<td>2.10</td>
<td>6.48</td>
</tr>
<tr>
<td></td>
<td>ClayFF[44]</td>
<td>MD</td>
<td>1×1×1</td>
<td>0.357</td>
<td>0.357</td>
<td>0.491</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>0.0542</td>
<td>2.27</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>IFF*</td>
<td>MD</td>
<td>1×1×1</td>
<td>0.375</td>
<td>0.375</td>
<td>0.438</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>0.0533</td>
<td>2.30</td>
<td>2.74</td>
</tr>
<tr>
<td></td>
<td>CementFF[46]</td>
<td>MD</td>
<td>1×1×1</td>
<td>0.368</td>
<td>0.367</td>
<td>0.481</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>0.0564</td>
<td>2.18</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>ReaxFF[45]</td>
<td>EM</td>
<td>1×1×1</td>
<td>0.366</td>
<td>0.366</td>
<td>0.486</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>0.0564</td>
<td>2.18</td>
<td>2.92</td>
</tr>
<tr>
<td>Tricalcium silicate (Monoclinic)</td>
<td>Experiment[151]</td>
<td></td>
<td>1×1×1</td>
<td>1.2235</td>
<td>0.7073</td>
<td>0.9298</td>
<td>90</td>
<td>116.31</td>
<td>90</td>
<td>0.7213</td>
<td>3.154</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>IFF[49]</td>
<td>MD</td>
<td>1×1×1</td>
<td>1.224</td>
<td>0.704</td>
<td>0.934</td>
<td>90</td>
<td>116.2</td>
<td>90</td>
<td>0.7230</td>
<td>3.15</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>CementFF</td>
<td>MD</td>
<td>1×1×1</td>
<td>1.243</td>
<td>0.719</td>
<td>0.957</td>
<td>89.7</td>
<td>115.6</td>
<td>90</td>
<td>0.7710</td>
<td>2.98</td>
<td>6.93</td>
</tr>
<tr>
<td></td>
<td>ReaxFF[58]</td>
<td>EM</td>
<td>1×1×1</td>
<td>1.217</td>
<td>0.708</td>
<td>0.933</td>
<td>90</td>
<td>117.2</td>
<td>90</td>
<td>0.7150</td>
<td>3.18</td>
<td>0.87</td>
</tr>
<tr>
<td>Tobermorite-11Å (Monoclinic)</td>
<td>Experiment[153]</td>
<td></td>
<td>1×1×1</td>
<td>0.6735</td>
<td>0.7385</td>
<td>2.2487</td>
<td>90</td>
<td>90</td>
<td>123.25</td>
<td>0.9354</td>
<td>2.460</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>DFT[138]</td>
<td>EM</td>
<td>1×1×1</td>
<td>0.660</td>
<td>0.740</td>
<td>2.313</td>
<td>90</td>
<td>90</td>
<td>123.6</td>
<td>0.9407</td>
<td>2.45</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>ClayFF</td>
<td>MD</td>
<td>1×1×1</td>
<td>0.677</td>
<td>0.733</td>
<td>2.451</td>
<td>91.1</td>
<td>90</td>
<td>123.1</td>
<td>1.0145</td>
<td>2.27</td>
<td>8.45</td>
</tr>
<tr>
<td></td>
<td>IFF</td>
<td>MD</td>
<td>1×1×1</td>
<td>0.685</td>
<td>0.737</td>
<td>2.257</td>
<td>90</td>
<td>90</td>
<td>122.5</td>
<td>0.9605</td>
<td>2.40</td>
<td>2.68</td>
</tr>
<tr>
<td></td>
<td>CementFF</td>
<td>EM</td>
<td>1×1×1</td>
<td>0.687</td>
<td>0.729</td>
<td>2.348</td>
<td>90</td>
<td>88.3</td>
<td>121.8</td>
<td>0.9988</td>
<td>2.30</td>
<td>6.78</td>
</tr>
<tr>
<td></td>
<td>ReaxFF</td>
<td>EM</td>
<td>1×1×1</td>
<td>0.681</td>
<td>0.765</td>
<td>2.308</td>
<td>90</td>
<td>90</td>
<td>123.9</td>
<td>0.9981</td>
<td>2.31</td>
<td>6.70</td>
</tr>
<tr>
<td></td>
<td>CSH-FF[43]</td>
<td>EM</td>
<td>1×1×1</td>
<td>0.66</td>
<td>0.739</td>
<td>2.437</td>
<td>90</td>
<td>90</td>
<td>123.88</td>
<td>0.9958</td>
<td>2.31</td>
<td>6.45</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------------</td>
<td>------------</td>
<td>--------</td>
<td>--------</td>
<td>----------</td>
<td>-----------</td>
<td>------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1×1×1</td>
<td>1×1×1</td>
<td>1×1×1</td>
<td>1×1×1</td>
<td>1×1×1</td>
<td>1×1×1</td>
<td>1×1×1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lattice Parameter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a (Å)</td>
<td>0.6735</td>
<td>0.687</td>
<td>0.687</td>
<td>0.677</td>
<td>0.686</td>
<td>0.668</td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b (Å)</td>
<td>0.7425</td>
<td>0.743</td>
<td>0.737</td>
<td>0.735</td>
<td>0.727</td>
<td>0.750</td>
<td>0.741</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c (Å)</td>
<td>2.7987</td>
<td>2.849</td>
<td>2.855</td>
<td>2.785</td>
<td>2.741</td>
<td>2.833</td>
<td>2.870</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α (°)</td>
<td>90</td>
<td>90</td>
<td>89.2</td>
<td>90</td>
<td>88</td>
<td>91.1</td>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β (°)</td>
<td>90</td>
<td>90.1</td>
<td>90</td>
<td>90</td>
<td>91</td>
<td>89.4</td>
<td>89.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ (°)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V (Å³)</td>
<td>123.25</td>
<td>123.47</td>
<td>122.69</td>
<td>122.55</td>
<td>123</td>
<td>124.32</td>
<td>123.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ (g/cm³)</td>
<td>1.1704</td>
<td>1.1731</td>
<td>1.1673</td>
<td>1.1520</td>
<td>1.1720</td>
<td>1.1909</td>
<td>1.1909</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ (GPa)</td>
<td>2.227</td>
<td>2.15</td>
<td>2.14</td>
<td>2.23</td>
<td>2.27</td>
<td>2.22</td>
<td>2.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ resisting</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Reproduction of lattice parameters has been done using supercell of ~ (1.5×1.5×1.5 nm³). Parameters have been normalized to make it compatible to compare with others simulated data and unit cell parameters from X-ray data.

**Using energy minimization (EM) or DFT method, lattice parameters are reproduced at 0 K, while the X-ray data measured under ambient condition as a benchmark. The current data from energy minimization at 0 K need to be followed with MD simulations for a more quantitative comparison. MD simulation using NPT ensemble at 298 K provides more quantitative comparison.

***Calculation from reference [139] was performed by Density Functional Theory (DFT) using GGA exchange correlation functionals. For energy and stress calculations, ultrasoft pseudopotentials with a plane wave basis set and a cutoff energy of 420 eV for the wave functions and 50350 eV for the charge density were used.
Table 2. Mechanical properties of cementitious minerals from available experimental data and molecular simulations using NPT molecular dynamics.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Method/Force field type</th>
<th>Bulk modulus $K$ (GPa)</th>
<th>Shear modulus $G$ (GPa)</th>
<th>Poisson's ratio $\nu$</th>
<th>Young’s modulus $E$ (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$E_x$</td>
<td>$E_y$</td>
<td>$E_z$</td>
<td></td>
</tr>
<tr>
<td>Portlandite</td>
<td>Experiment[159-161]</td>
<td>40 ± 7</td>
<td>16 ± 3</td>
<td>0.32 ± 0.02</td>
<td>$E = 43 ± 8$</td>
</tr>
<tr>
<td></td>
<td>CementFF</td>
<td>34</td>
<td>21</td>
<td>0.24</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>IFF</td>
<td>41 ± 5</td>
<td>0.35 ± 0.04</td>
<td>83 ± 3</td>
<td>83 ± 3</td>
</tr>
<tr>
<td></td>
<td>ReaxFF[45]</td>
<td>45</td>
<td>21</td>
<td>0.30</td>
<td>63</td>
</tr>
<tr>
<td>Tricalcium silicate</td>
<td>Experiment[161, 162]</td>
<td>105</td>
<td>45</td>
<td>0.31</td>
<td>$E = 118, 143 ± 8$</td>
</tr>
<tr>
<td></td>
<td>IFF[49]</td>
<td>105 ± 5</td>
<td>0.33 ± 0.03</td>
<td>143 ± 8</td>
<td>143 ± 8</td>
</tr>
<tr>
<td></td>
<td>CementFF</td>
<td>100</td>
<td>49</td>
<td>0.29</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>ReaxFF[58]</td>
<td>77</td>
<td>55</td>
<td>0.21</td>
<td>142</td>
</tr>
<tr>
<td>Tobermorite-11Å (Ca/Si = 0.67)</td>
<td>Experiment[163]</td>
<td>69 ± 5</td>
<td></td>
<td></td>
<td>Not known</td>
</tr>
<tr>
<td></td>
<td>DFT[138]</td>
<td>67</td>
<td>32</td>
<td>0.30</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>IFF</td>
<td>71 ± 2</td>
<td>0.29 ± 0.04</td>
<td>128</td>
<td>134</td>
</tr>
<tr>
<td></td>
<td>CementFF</td>
<td>75</td>
<td>32</td>
<td>0.31</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>ReaxFF</td>
<td>103</td>
<td>31</td>
<td>0.33</td>
<td>82</td>
</tr>
<tr>
<td>Tobermorite-14Å (Ca/Si = 0.83)</td>
<td>C-S-H FF[43, 135]</td>
<td>60</td>
<td></td>
<td></td>
<td>151</td>
</tr>
<tr>
<td></td>
<td>Experiment[164]</td>
<td>47 ± 3</td>
<td></td>
<td></td>
<td>Not known</td>
</tr>
<tr>
<td>Method</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td>Value 5</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>DFT[138]</td>
<td>36</td>
<td>21</td>
<td>0.30</td>
<td></td>
<td>52</td>
</tr>
<tr>
<td>IFF</td>
<td>44 ± 2</td>
<td>0.31 ± 0.04</td>
<td>41</td>
<td>68</td>
<td>24</td>
</tr>
<tr>
<td>CementFF</td>
<td>45</td>
<td>26</td>
<td>0.29</td>
<td></td>
<td>67</td>
</tr>
<tr>
<td>ReaxFF</td>
<td>44</td>
<td>22</td>
<td>0.29</td>
<td>51</td>
<td>55</td>
</tr>
<tr>
<td>C-S-H FF[43]</td>
<td>42 ± 2</td>
<td></td>
<td></td>
<td>101</td>
<td>88</td>
</tr>
</tbody>
</table>
Table 3. Experimental and theoretical values of surface/cleavage energy, solid-water interfacial energy of cementitious minerals under ambient conditions.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Method/FF type</th>
<th>Crystal plane</th>
<th>Surface/cleavage energy, mJ/m²</th>
<th>Interfacial energy (solid-water), mJ/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portlandite</td>
<td>Experiment[165-167]</td>
<td>Not known</td>
<td>1180 ± 100</td>
<td>65, 68</td>
</tr>
<tr>
<td></td>
<td>CementFF</td>
<td>(001), ((100)), (((101)))</td>
<td>(100 ± 30), ((600 ± 60)), (((740 ± 100)))</td>
<td>(110 ± 60), ((130 ± 60)), (((90 ± 60)))</td>
</tr>
<tr>
<td>Tricalcium silicate (3CaO·SiO₂)</td>
<td>Experiment[165, 168]</td>
<td>Not known</td>
<td>CaO: 1310 ± 200*</td>
<td>-870 (C₃S dissolution)</td>
</tr>
<tr>
<td></td>
<td>DFT[156]</td>
<td>(001), ((010)), (((100)))</td>
<td>(1190), ((1090)), (((1380)))</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IFF[49, 85]</td>
<td>Crystal facet average</td>
<td>1300 ± 50</td>
<td>-830 ± 40</td>
</tr>
<tr>
<td></td>
<td>ReaxFF[58]</td>
<td>(001), ((010)), (((100)))</td>
<td>(1310), (1640), (((1460)))</td>
<td></td>
</tr>
<tr>
<td>Tobermorite-11Å (Ca/Si = 0.67)</td>
<td>Experiment[169]**</td>
<td>Not known</td>
<td>Not known</td>
<td>Not known</td>
</tr>
<tr>
<td></td>
<td>IFF</td>
<td>(004), ((100))</td>
<td>(680 ± 20), ((695 ± 20))</td>
<td></td>
</tr>
<tr>
<td>Tobermorite-14Å (Ca/Si = 0.83)</td>
<td>Experiment[169]**</td>
<td>Not known</td>
<td>386 ± 20 (Ca/Si = 1.50)</td>
<td>Not known</td>
</tr>
<tr>
<td></td>
<td>IFF</td>
<td>(001), ((100)), (((004)))</td>
<td>(405 ± 10), ((605 ± 20)), (((670 ± 20)))</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ReaxFF</td>
<td>(001), ((100)), (((010)))</td>
<td>(100), ((850)), (((1200)))</td>
<td></td>
</tr>
</tbody>
</table>

*Experimental value for similar mineral CaO is shown (not known for Ca₃SiO₅)

**Experimental value of tobermorite with high Ca/Si ratio is mentioned due to absence of data for low Ca/Si ratio tobermorite.
4. Comparisons of Force Field Models

In general, force field development which includes the parameterization as well as validation is a scientifically rigorous and labor-intensive effort. For any type of force field model, it is very important to ensure that the computed results are consistent with experimental findings. This begins with the quantitative reproduction of the lattice constants under experimental conditions (Table 1). In the secondary validation step, it has been considered to compare mechanical and surface properties of selected minerals (CH, C₃S and model C-S-H) with available laboratory data (Table 2 and Table 3). To simplify this paper, we have not focused on other important properties such as computation of vibrational constants using IR/Raman spectra, compatibility of parameters with other form of energy expression, thermal properties and phase diagram, etc.

ClayFF and CSH-FF parameters for cementitious minerals have not to date been validated for surface and interfacial properties. The parameters for Ca in the ClayFF for portlandite structure are not applicable for tobermorite minerals or Ca in the AFm phase (hydrocalumite), where Ca octahedra are highly distorted. This can be also seen in the lattice reproduction of tobermorite minerals (Table 1). In this scenario reparametrization of ClayFF parameters for tobermorite and other minerals would be an important step to refine these models for further validations.

The assumption of a pseudo-ionic system without covalent contributions to bonding leads to large overestimates in surface, interface, and adsorption energies. In this case atomic charges must then be chosen to be larger to produce an equivalent cohesion.[77] Therefore, self-assembly at mineral surfaces in solution or with organic compounds cannot be consistently simulated.

One principal limitation of ClayFF, as well as any other non-reactive classical force fields such as IFF, CementFF, C-S-H FF is that they do not allow us to model ligand exchange reactions. Such as the making and breaking of O–H bonds, thus preventing modeling of proton exchange
reactions in the fluid or with the surface, which are extremely important for cementitious systems. This limitation requires the researcher to make an a priori decision about the surface protonation state of the model to simulate, for instance, the pH dependent behavior. More rigorous approaches would require the application of computationally very expensive ab initio MD techniques\[170\], or, at least, application of a “reactive” force field\[45\]. ReaxFF has limitations with atomic charge calculations as it does not incorporate the polarizable charge transfer model. This has a few drawbacks, (1) inability to restrain long-range charge-transfer between molecular fragments that are well separated and this leads to nonzero charges on isolated molecular species, (2) unrealistic charge-transfer may also occur during simulations of dense systems.\[120\] Nevertheless, having a variable charge could also lead the way for more realistic charges than fixed charge systems (specially formal atomic charge) in many situations, e.g. solid-liquid interfaces and defect sites. In addition, the ACKS2 charge calculation method, not yet in ReaxFF descriptions for Ca/Si/O/H systems, removes both the non-zero charge and the long-distance charge transfer issues associated with the EEM/Qeq charge transfer concepts.\[171\]

As mentioned earlier, CementFF can be treated as a general force field that can be applied to a variety of cementitious systems with reasonable accuracy. Unlike ClayFF, IFF and C-S-H FF, this force field do not have different description of calcium, silicon, hydroxyl and oxygen species (bonded to the silicon) within a system or among different cementitious systems, simplifying the transferability to other Ca/Si/O/H/H\(_2\)O systems. Moreover, the system is then not heavily constrained to the different description of a species in different chemical environments. However, with this general description, the errors in the simulated cell parameters reach within 1-10% relative to the experimental values however the mechanical properties are still estimated in a reasonable range if not as accurate as other force fields.
DFT calculations are typically at least a million times more computationally expensive for the same system size and number of steps in comparison with a classical force field. Specifically, computation times in DFT scale with a power of the number of basis functions, e.g., the number of valence electrons $N$ with $O(N^3)$, and MD with the number of atoms, e.g. $O(N^2)$ or $O(N \ln N)$, which increases the difference in computational cost for larger systems.[51] DFT is also prone to some uncertainties associated with empirical assumptions in density functionals. At the same time, classical approaches, such as ClayFF, CementFF, and IFF have inherent difficulties to model chemical reactions (except, for example, bond breaking). However, the force fields can be applied to simulate the systems at various equilibrium states, e.g., before and after the reaction. Androniuk et al.[26] have recently applied this approach, for ClayFF, to develop a series of classical C-S-H models corresponding to different Ca/Si ratios and different degrees of surface protonation, using experimental $^{29}$Si MAS NMR data and accurate quantum chemical results as a guidance.[14, 170, 172] The models were then applied to simulate adsorption of uranyl and gluconate ions at the hydrated C-S-H surfaces as a function of Ca/Si ratio and solution pH, and to interpret on the molecular scale the experimentally observed behavior of these systems.[26]

Although ReaxFF most noticeable feature is the capability of reproducing chemical reactions, the properties computed with ReaxFF match very well with the experimental values and ab-initio simulations, except from an apparent overestimation of tobermorite 11Å elastic properties. Its accuracy is comparable to the rest of the methods presented in this work, and given its generality and transferability (all the phases can be simulated with the same set of parameters) it could be a good choice to make consistent studies across different phases. The main disadvantage of ReaxFF is its considerable computational cost and lack of validation of surface properties. For instance, ReaxFF simulations are about two order of magnitude slower than ClayFF, due to the intrinsic formalism and the smaller time step needed for capturing
correct dynamics and reactivity. Therefore, despite ReaxFF is the natural choice to investigate chemical reactions, it is recommendable to examine other force fields if they have not already been validated using in ReaxFF simulations.

Specialized energy expressions of intermolecular potentials (Buckingham as well as ReaxFF) are typically more limited in compatibility with other harmonic energy expressions e.g. PCFF, CHARMM, AMBER, COMPASS, GROMACS, and OPLS-AA. In contrast, IFF is compatible with these materials-oriented and biomolecular force fields as it follows a consistent validation of chemical bonding, structures, energies, and energy derivatives for each compound. It allows the simulation of a vast number of new interfaces with water, biomolecules, and polymers without further addition of parameters; computed binding energies are typically within 10% agreement with experimental measurements. Moreover, interfaces between different cement minerals and cement-related minerals (silica, clays, calcium sulfates) are feasible. Compared the other force fields, it achieves the closest match in surface and interfacial properties as it is based on a thorough analysis of atomic charges, coordination environment, and atomic polarizabilities.[47] Changes from Eq. (8) 9−6 LJ potential to Eq. (9) 12−6 LJ potential while maintaining the same atomic charges can lead to differences up to 10% in computed mechanical and thermal properties.[51]

Several suggestions have been made to modify the parameters of ClayFF to bring various simulated properties in closer agreement with experimental data.[43, 173-175] A systematic work on improvement of the ClayFF parameterization is currently on-going along two important directions with respect to their future application for cementitious systems: (i) making it fully compatible with more complex and accurate H$_2$O molecular models in order to improve the accuracy of description of the structural and dynamic behavior of substrate-water interfaces and make it compatible with common force field for organic substances[176]; (ii) the development of additional metal-O-H bending terms (Si−O−H, Al−O−H, etc.) which
facilitate the accurate description of inorganic nanoparticle edges, including, for instance the edges of C-S-H particles.[177]

IFF has an extremely broad applicability to simulate bulk and surface properties, including nanoparticle growth and surface complexation by ligands, which has been demonstrated in a series of publications in agreement with experiment.[49-51, 77, 84, 85, 98, 178] It is important to use common (hkl) cleavage planes and create electroneutral surfaces, or facets, of nanoparticles.[85, 94, 99, 179-181] Thereby, typically no changes in atomic charges and force field parameters are necessary. Subsequently, the surface chemistry in solution must be represented in accordance with experiment including the correct proportions of SiOH groups versus SiO$^-$ and Ca$^{2+}$ groups, as well as aluminate versus aluminol groups depending on the pH value.[84, 85] The IFF surface model database includes sample surface models that indicate appropriate force field types and atomic charges ready to use, as well as literature references with experimental data.[51]

Accuracy of the force field is very sensitive to the structural variance. A unique set of force field parameters might not be applicable for all tobermorite minerals due to different Ca/Si ratios, chemical environment for interlayer calcium ions and basal spacing. Although tobermorite 11 and 14 Å have similar layered feature, simulated results with minor deviations can be seen in the case of tobermorite minerals (Tables 1 and 2). This happens because only one unique set of all-atom force field for tobermorite 11 and 14 Å were developed by each force field group. Each type of tobermorite may require unique set of force field parameters to get a very good match in comparison to experiment. Individual set of force field for each tobermorite type would complicate the steps of atomistic modeling specially during the simulations of phase change phenomena and hydration studies. That’s why each force field group used a unique set of force field parameters, which could be applied for all tobermorite minerals with minimum deviation and simultaneously consistent with experiment.
5. Applications of Force Field Models

5.1. Application of ClayFF to study calcium silicates hydration

For quantitative understanding and prediction of the mechanical and chemical properties of hydrated cement paste, including strength, drying shrinkage, creep, and diffusion, it is critical to have a detailed molecular-scale understanding of the behavior of water in nano-confinement and on surfaces of cement paste particles. Structural and dynamic behavior of $\text{H}_2\text{O}$ molecules and ions at interfaces and in nanopores of a model C-S-H binding phase has been quantified on the basis of molecular dynamics computer simulations using ClayFF[44] and an idealized model of a C-S-H surface based on the tobermorite structure.[48, 75] This model assumes a fully polymerized drierkette chain structure. Also in order to have the stoichiometric composition of tobermorite, one half of the non-bridging oxygens of the Si-tetrahedra (those pointing outward from the surface) were assumed to be Si–O–H, while the other half (those pointing parallel to the surface) we assumed to be non-protonated Si–O$^-$ (Fig. 4) Thus, the model surface was considered electrostatically neutral.

The MD simulations were performed in the statistical $NVT$ ensemble with a time step of 1 fs, and the equilibrium MD trajectory of the system was recorded for further statistical analysis every 5 fs over a period of 1 ns after a pre-equilibration period of approximately 0.1 ns. The relatively long time scale allows one to accurately quantify the slow diffusional dynamics of $\text{H}_2\text{O}$ molecules at the tobermorite surface. If the location of the tobermorite-water interface is defined by the average positions of the exterior non-bridging oxygens of the bridging tetrahedra (yellow plane in Fig. 4 (a) and dashed vertical lines in Fig. 4 (b, c), it is possible to distinguish “external” $\text{H}_2\text{O}$ molecules, that reside above the interface ($z > 0$) from the “internal” ones that spend most of their time somewhat below the interface ($z < 0$), within channels between the tetrahedral chains on the tobermorite surface. These two types of water molecules are clearly visible in the computed atomic density profiles shown (Fig. 4 c) and have very different
diffusional behavior. The MD simulations show that the diffusion coefficient for the “external” water molecules is about $D_{ex} = 6 \times 10^{-10}$ m$^2$s$^{-1}$, while it is more than an order of magnitude lower for the “internal” H$_2$O molecules ($D_{in} = 5 \times 10^{-11}$ m$^2$s$^{-1}$). Both of these values are much less than the self-diffusion coefficient of bulk liquid water calculated for the same force field ($\sim 3 \times 10^{-9}$ m$^2$s$^{-1}$).

The longer-time-scale diffusional dynamics of water at the tobermorite interface can be further quantified by means of the Van Hove self-correlation function (VHSCF) shown in Eq. (11),

$$G(r,t) = \frac{1}{N} \left\langle \sum_{i=1}^{N} \delta[r + r_i(0) - r_i(t)] \right\rangle$$  \hspace{1cm} (11)

where $r$ is the coordinate of the molecule, $t$ is time, and $N$ is the total number of molecules. This relationship describes the correlation in the positions of the same atom at different times, such that $4\pi r^2 G(r, t)dr$ is the probability of finding an atom at distance $r$ after a time $t$ if the position of this atom was at the origin $r = 0$ at the initial time $t = 0$. The Fourier transform of the VHSCF represents the incoherent or self-intermediate scattering function (SISF), which can be directly measured in incoherent quasielastic neutron scattering experiments and contains detailed information concerning the single-molecule dynamics both in time and space domain.

The calculation of this correlation function for the water molecules strongly bound to the surface of tobermorite (within first two monolayers of H$_2$O at the surface) shows a dramatic difference in the dynamic behavior of adsorbed H$_2$O, as compared with the diffusional dynamics in bulk liquid water (Fig. 5 (a, b)). This yields a characteristic time scale of the diffusional process of the order of $\tau_m \sim 0.8$ ns in excellent agreement with proton field cycling relaxometry NMR measurements, for OPC and other cement phases that indicate a mean residence time of H$_2$O molecules between diffusional jumps on the surface of $\sim 0.8$-1.0 ns.[182]
The VHSCF calculation also points to a specific length scale of the \( \text{H}_2\text{O} \) hopping diffusional mechanism \((l_m \approx 5.5 \text{ Å})\), not unlike the characteristic lattice dimension of crystalline ice between two neighboring strong H-bonding sites (Fig. 5 (a) for \( t = 800 \text{ ps} \)).

From the 2-dimensional Einstein equation, \( D = \langle |r(t) - r(0)|^2 \rangle / 4\tau \), the mean time for jumps between surface sites from the NMR results yield a diffusion coefficient of \( 0.9 \times 10^{-10} \text{ m}^2\text{s}^{-1} \), which is also in remarkable agreement with the average diffusion coefficient for all surface-associated \( \text{H}_2\text{O} \) molecules obtained from MD simulations \( (1.0 \times 10^{-10} \text{ m}^2\text{s}^{-1}) \). Here, \( r \) is the mean jump displacement (assumed to be 5.5 Å, from the results of the VHSCF calculations (Fig. 5 (a)) and \( \tau \) is the mean jump time, \( \tau \approx \tau_m \approx 0.8 \text{ ns} \). This level of agreement definitely provides strong support for the molecular scale interpretation of experimental measurements probing the behavior of water in nano-confinement and on the surfaces of cement paste particles based on MD-simulated data.

5.2. Application of IFF to study cement minerals

5.2.1. Prediction of agglomeration energy of \( \text{C}_3\text{S} \) and \( \text{C}_3\text{A} \)

A major achievement of IFF approach is to provide the most accurate molecular models of cement minerals for computing the surface and interfacial properties.[49-51, 85, 183] These force field models are also suitable to carry out molecular simulations of inorganic-organic interfaces. For the first time, atomistic models of cement clinkers were simulated to demonstrate that the mode of action of grinding aids used in cement production is to reduce the agglomeration energy between freshly cleaved surfaces.[184]

In particular, it could account for the performance of different organic additives as ranked on full scale milling results in cement plants.[49, 179, 185] A key to this success was a very careful development of force fields of cement minerals using the IFF approach.[49-51] One molecular monolayer of the so-called grinding aids of about 0.5 nm thickness decreases the agglomeration
energy by over 95% compared to the original cleavage energy of 1200 and 1300 mJ/m² of C₃A and C₃S respectively (Fig. 6). A larger thickness of the organic layer thickness produces no substantial improvement but also no depreciation in grinding performance as noticed in simulation and laboratory studies. The reduction in Coulomb energy is due to the spacer effect of the organic interlayer and minimization of local dipole moments by molecule-specific complexation of surface ions.

5.2.2. Hydration of C₃S in the presence of aluminate ions

Tricalcium silicate is the major constituent of cement clinker, accounting for 50-70% of the mass of Portland cement. It exists in the form of alite in cement as an impure form and serves as a model for Portland cement due to similar reaction kinetics. Despite its practical industrial importance, the kinetics of this reaction are not yet fully understood. Different mechanisms have been proposed based on a kinetic control by diffusion, solubility or crystal nucleation and growth.[57, 186, 187] We have studied the effect of aluminate ions on the hydration of C₃S. This is an issue of increasing importance in low CO₂ cements where clinker is replaced by supplementary cementitious materials that are often rich in aluminate containing phases. Earlier it was found that a pH sensitive retardation of C₃S hydration by aluminate ions occurs through the formation of Si–O–Al covalent at the outermost surface of C₃S, but that the amount of the hydrates formed increases at a later stage.[57, 188]

Our molecular dynamics simulations help to establish that aluminates can adsorb on hydroxylated C₃S mainly through strong ionic interactions between aluminate and calcium ions, as well as to the formation of hydrogen bonds with silicate surface groups (Al–OH···O–Si and Al–OH···OH–Si) at the interface below pH 13.[85] Aluminate ions were observed in direct contact (at distance ≤ 3 Å) with the hydroxylated C₃S surface along with a strongly negative adsorption energy of –24 kcal/mol (Fig. 7 a). Presence of more dissolved Ca²⁺ and
OH⁻ and surface reorganization reduce the adsorption energy to only –6 kcal/mol (Fig. 7 b). It could therefore be inferred that it is these adsorbed complexes that inhibit C₃S hydration, blocking reactive areas and/or sites in a similar way as recently proposed for polycarboxylate comb-copolymers[20]. Importantly, the same MD simulations show that above pH 13, calcium aluminate complexes form in solution but not at the C₃S surface (Fig. 7 d), which offers a fully consistent picture of retardation by aluminates and its pH dependence. Our results provide fundamental understanding on how ions in solutions can affect the dissolution of silicates in alkaline media, a result of interest to various fields beyond cement science such as geochemistry and environmental sciences.

5.3. Adsorption of ions and stable complexes on portlandite surfaces using CementFF

The force field has been used to study the atomistic mechanisms of the growth of portlandite under different conditions using metadynamics calculations. Experimentally observed changes in portlandite morphology with changing pH reported in literature have been linked to different growth mechanisms at different surfaces being controlled by either Ca²⁺ or OH⁻.[46, 106] In the presence of silica, a stable calcium silicate complex has been identified, which can play a critical role in the initial growth of portlandite and C-S-H (Fig. 8).[154] This calcium silicate complex was found to adsorb on surfaces of portlandite, giving insights into the growth of portlandite in cement hydration. Based on computed free energies of adsorption and approximate residence time, it was possible to propose an atomistic mechanism of poisoning of portlandite growth by the adsorption of the calcium silicate complex, an effect which is also experimentally observed.[154, 189-191]

Recently, Kumar et al. have synthesized compositionally uniform high Ca/Si ratio synthetic C-S-H phases without invoking a secondary portlandite phase.[192] The proposed atomistic structures of C-S-H with Ca/Si ratios ranging from 1.25 to 2.0 with constraints derived from
29Si DNP NMR (dynamic nuclear polarization) and DFT were tested with classical MD simulations using CementFF. These structures were found to be stable with realistic bond lengths and coordination geometries. Additionally, the potential function is currently being used to study single defects in a tobermorite bulk cell. The stability of these single defects has been calculated and compared with DFT showing good agreement structurally and energetically.

5.4. Application of ReaxFF to study calcium silicates hydration

The main advantage of ReaxFF over other force fields relies on its capacity to reproduce chemical reactions and transition states with comparable accuracy to DFT methods, yet several orders of magnitude faster. In cement, chemical reactions are ubiquitous during service life of the material, but possibly the most important stage is early cement hydration. Despite the vast number of investigations on the topic, the fundamental aspects of the hydration kinetics are still under debate.[10, 13, 193-195]

The use of molecular simulation to investigate cement hydration has started quite recently. Several researchers used DFT methods to simulate bulk tricalcium silicate[32, 196-198], dicalcium silicate[32, 199], and tricalcium aluminate[200], seeking a relationship between their reactivity and bulk electronic properties, moving from bulk crystals to surfaces, and also cleavage energies of C₃S[156] and β-γ-C₂S polymorphs[201] to determine the stability of the surfaces, and estimate their relative reactivity. The detailed mechanism of water adsorption on C₂S surfaces and the reaction energy barriers of a single water molecule dissociation have also been computed.[201] The high computational cost of DFT simulations makes difficult to go beyond these studies, and makes it necessary to use empirical force fields to account for the large number of atoms and surface relaxation times involved during cement hydration.
ReaxFF can overcome this limitation. A good example is the topochemical vapor phase hydration of lime. Calcium oxide has a very favorable cleavage through the (001) surface, which readily reacts with water vapor even at very low relative humidity.[202] We used ReaxFF to investigate CaO vapor phase hydration at room temperature and pressure in the (001) surface by molecular dynamics.[45] We placed 16 water molecules/nm$^2$ in contact with the surface and followed the reactions during 2 ns (Fig. 9). The first reactions are extremely fast as all possible reactive sites are free, and slow down as the coverage increases. The most interesting effect takes place when ~14 water molecules/nm$^2$ have reacted, at 0.19 ns, when the upper crystal layer undergoes a topological change in which the cubic rock salt-like CaO structure evolves towards the hexagonal brucite-like Ca(OH)$_2$ structure. Predicting such an interplay between chemical reactions and structural change is not intuitive, but ReaxFF allows the observation and quantification of physical process without the need of an initial guess. Indeed, there is much experimental evidence indicating that the hydration mechanism of CaO in presence of water vapor is a solid state reaction from CaO to Ca(OH)$_2$ as predicted by the simulations.[203-205]

Similar studies were carried out to understand the difference in reactivity between $\beta$- and $\gamma$-C$_2$S polymorphs.[58, 201] Fig. 10 (a) shows a projection of the water adsorption energies over $\beta$-C$_2$S (010) and $\gamma$-C$_2$S (001) surfaces. ReaxFF simulations predict more favorable water adsorption on the less reactive phase, $\gamma$-C$_2$S. This reaction was found spontaneous, i.e. without an energy barrier, at some spots of the $\gamma$-C$_2$S surface, while none of them were found in $\beta$-C$_2$S. However, when water molecules were allowed to react with the surface at room temperature and pressure, we observe an interesting phenomenon. The very first water dissociation reactions were faster in $\gamma$-C$_2$S, but soon after them the reaction rate slows down and a steady state is reached when the favorable spots are saturated. In $\beta$-C$_2$S the initial reactions took place slightly slower, but more reactions take place before the rate slows down, and the saturation is
reached when twice as many water molecules react. This suggests that the number of reactive points could be a key feature controlling dissolution. Due to the lower number of reactive points and its fast saturation it would be more difficult to destabilize the $\gamma$-C$_2$S crystal and start desorbing its constituent ions.

Dissolution studies have also been carried out for C$_3$S. In this case, four different surfaces were investigated in contact with bulk water. To analyze the hydration mechanism, the time-resolved atomic density profiles were computed, i.e. the number of atoms in a volume slice at certain distance from the surface as a function of time (Fig. 11). First, the water molecules dissociate to form surface hydroxyl groups. Then, the hydrogen atoms hop towards inner oxygen atoms, a process equivalent to proton diffusion in bulk oxides[206, 207], and leave the surface oxygen atoms free for a subsequent water dissociation reaction. As hydrogen diffuses into the solid, the silicate groups are saturated with protons, screening the SiO-Ca interaction, and Ca atoms start to diffuse towards the solution. Such a mechanism has been previously proposed for oxide minerals and clusters, and it is known as proton-metal exchange[208] and can be simply understood as a replacement of a Ca$^{2+}$ cations by 2H$^+$. It is interesting to note that during the very first dissolution, Ca atoms diffuse from the surface but SiO$_4^{4-}$ groups do not, probably due to their size and lower solvation energy in water. As a consequence of the faster leaching of Ca, the C$_3$S forms a half a nanometer thick Si-rich layer in the surface.

5.5. Applications and Transferability of C-S-H FF Potential

C-S-H FF potential has been widely used in the community because of its good representation of cementitious material benchmarks while presenting a simple formulation and implementation. Using C-S-H FF, various properties are simulated in both the Portland cement family and hybrid cement-based materials. Below is a brief summary of recent applications of C-S-H FF:
(1) The effect of confined water in various C-S-H structures[35, 57, 130, 209-212], which led to discovering the crucial role the water played in C-S-H.

(2) Mechanical properties of various hydrated calcium-silicate materials including more than 100 combinatorial defective C-S-H models with various stoichiometries and hydration degrees[125, 213], the mechanical deformations under tension/compression/shear[214], drying shrinkage[34], friction and scratch behaviors[215], fracture properties[214, 216], nano-indentation properties[217] and motions of screw dislocations (Fig. 12)[218].

(3) Thermal expansion and specific-heat capacities of calcium silicate hydrates, showing a good agreement between the simulation results and available experimental measurements.[219]

This consistency with experimental data indicates that the strategy of incorporating higher-order properties such as elastic constant in parameterization of CSH-FF improves its predictive capability with regards to phonon vibrations as well. (4) CSH-FF was not only used in C-S-H phases as mentioned above, but it’s also employed in various other cases such as portlandite[220], alite/belite[219], and tobermorite[43, 219], or in hybrid cementitious materials where the C-S-H were interacting with nano-materials such as hexagonal boron nitride[221], graphene/graphene oxide[222], polymers[223], carbon nanotube[224] and other systems.[66]

In summary, CSH-FF is a simple yet accurate and computationally very efficient potential customized for cement-based materials to predict various properties such as structural, mechanical, thermal and other properties. Its strength lies in (a) its accurate parameterization which incorporates both structural data and higher order properties such as 21 elastic constants obtained from ab-initio calculations, (b) its computational efficiency, which is ~10 times faster than ReaxFF potential[45, 62] for cement and ~2-3 times faster than core-shell potentials[61], and (c) its simple formulation - which is akin to the ClayFF potential – making it very easy to
implement in various codes and its integration with other force fields to simulate hybrid materials. With such advantages, CSH-FF is a very popular simulation engine in the cement community.

6. Conclusions

This article has been based on information provided at cemff database (http://cemff.epfl.ch) with inputs from all contributing authors. This article is the first available to date which discusses the many different force field parameterized potentials and their validations for important classes of cementitious materials. This online force field database can be used to provide guidelines for future research. It can be also expanded to include more refined models of cementitious materials for applications in the field of geochemistry, environmental sciences, cement–waste interactions and other structural materials. The cemff database can help users to choose the best possible option to model their system of interest.

From the different force field types mentioned in this article, the following major conclusions can be drawn:

1. Generally speaking, each force field parameterization is most reliable for the properties and phenomena they have been validated to reproduce the experimental data. There is no single force field that is best for all applications and phenomena. As an example, C-S-H FF is fitted to several ab-initio-based lattice parameters and elastic constants of tobermorite, thus it does an excellent job in predicking equilibrium and mechanical properties of C-S-H phases. However, it cannot predict reactive phenomena. On the other hand, reactive potentials such as ReaxFF is parameterized to several ab-initio simulations based on bond-formation/breakages, hence it is quite useful for reactive mechanisms while the mechanical properties may not be accurate. Therefore, for a
complex system that involves prediction of both chemical reactions and mechanical properties, a use of a hybrid strategy is recommend.[125]

2. ClayFF accurately describes the bulk structures of a broad range of simple hydroxide and oxyhydroxides phases. Parametrization of ClayFF using a set of simple structurally well-characterized hydrated phases allows good transferability of the force field parameters.

3. IFF provides the physically and chemically most consistent parameters. It quantitatively describes chemical bonding via reliable partial atomic charges, and enables accurate simulations of both bulk properties and interfacial properties of cement minerals in the presence of different mineral phases, water, and polymers. The thermodynamically consistent IFF parameters reproduce a wide range of properties such as dipole moments, lattice constants, density, cleavage energy, solid–water interface tensions, hydration energy (for stable, nonreactive surfaces), anisotropies of interfacial energies for individual crystal facets, structural (IR and Raman spectra) properties, thermal and elastic constants in excellent agreement with experimental measurements. IFF can be extended to simulate reactions and explore reaction mechanisms as chemical bonding in the continuous spectrum from covalent bonding to ionic bonding is well described. IFF routinely includes validations of surface and interfacial properties, and accurately reproduces cleavage energies, hydration energies, and contact angles.

4. The Cement FF is simple and hence flexible force field that represents well many different minerals of interest in calcium silicate systems and allows a first approach to interfacial properties at low computational cost. A single description of elemental species within a water-solid system gives a good insight into the possible mechanisms at the atomic level [154]. The major limitation is that since the atoms within a system
(except for oxygen atoms of the hydroxyl and water) are not heavily constrained through different partial atomic charges and their corresponding interactions fitted to that system, the simulation results are expected to have some degree of deviation (less than 10%).

5. ReaxFF is able to reproduce with good accuracy the energy of the first solvation shell, chemical reactions associated with pH change (proton transfer), structural and elastic properties. It allows the computation of surface energies of inorganic compounds and also helps in understanding the surface reactivity of the material.

6. ClayFF and C-S-H FF parameters for cementitious minerals have not been well validated for surface and interfacial properties. Without extensive validations of surface and interfacial properties of minerals, it is difficult to predict reliable data on adsorption energy of inorganic and organic molecules on the mineral surface in agreement with experiment.

7. ClayFF is an easily implemented and computationally low-cost force field which probably needs some reparametrization to make it suitable for further more ambitious applications. In the case of tobermorite minerals. For example, in the case of tobermorite minerals, C-S-H FF model improved the atomic charges and non-bonded (LJ) interaction parameters of species used in the ClayFF model.

8. One principal limitation of non-reactive classical force fields such as ClayFF, IFF, CementFF, and C-S-H FF is that they do not simulate chemical reactions which involve the formation or dissociation of chemical bonds. The ReaxFF force field overcomes this limitation and simulates chemical reaction successfully. but it has limitations with atomic charge calculations and predicting mechanical properties, as it does not incorporate the polarizable charge transfer model or use mechanical properties as observables for fitting.
9. Specialized energy expressions of intermolecular potentials (Buckingham as well as ReaxFF) are typically limited in compatibility with other harmonic energy expressions (PCFF, CHARMM, AMBER, COMPASS, GROMACS, and OPLS-AA). In this scenario it is difficult to use these interatomic potential parameters to study the interactions between biomolecules and cementitious minerals.

10. ClayFF and C-S-H FF neglect the nature of chemical bonding which is predominantly covalent and only partially ionic for most silicates present in the inorganic minerals. Even Born–Mayer–Huggins, GULP, and Buckingham potentials do not adequately consider the balance of covalent and ionic contributions to chemical bonding present in the mineral.

11. In the case of IFF models, remaining uncertainties in atomic charges are 5-10%, at most \( \pm 0.1e \), which are much smaller than with other methods (DFT-derived up to \( \pm 1.0e \)). Lennard-Jones parameters for the mineral remain adjustable in a certain range with similar performance. Transferability of the parameters to other harmonic energy expressions may lead up to 10% differences in the values of mechanical and thermal properties.

The authors hope that this general overview and with the use of the cemff database, improved and more accurate force fields can be developed. This may be used in many specific applications in cementitious systems and also be of use to wider audiences interested in mineral interfaces.
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Figure 1. Schematic of CEMFF/cemff database structure which includes different types of force field models available for cementitious materials. Text boxes with blue color show the input and comparison sections.
Figure 2. Procedure for parameterization of new compounds in the IFF, including the most common refinement loops. Careful assignments in every step of algorithm in full agreement with physical and chemical understanding minimize the need for loops. In principle, it is possible to go back to any prior step at each stage in the procedure until thermodynamic consistency is achieved. Adapted from [ref 44].
Figure 3. Crystal structures of selected cement minerals are shown. (a) portlandite (trigonal crystal system) [ref 142], (b) M₃ polymorph of tricalcium silicate (monoclinic crystal) [ref 141], (c) tobermorite 11Å [ref 143] and (d) tobermorite 14Å (monoclinic crystal) [ref 131]. Lattice constants from XRD data are also presented in Table 1 for all minerals.
Figure 4. (a) MD snapshot of H$_2$O molecules on the surface of tobermorite. The tobermorite substrate is located at negative $z$ values, with Si of the bridging tetrahedra (yellow). The interface ($z = 0$; yellow transparent plane) is nominally defined as the average position of the top-most non-bridging oxygens. (b) Computed atomic density profiles of Si, Ca, O and H atoms at the mineral-water interface. Si of the bridging tetrahedra occurring at $-1.6 \, \text{Å}$ (filled dots). (c) The aqueous layer is generally located at positive $z$ values, but some H$_2$O molecules can penetrate and remain as deep as $-2.5 \, \text{Å}$ below the nominal interface into the tobermorite structure.
Figure 5. (a) Van Hove self-correlation functions for the diffusing H$_2$O molecules in the first two monolayers of water at the surface of tobermorite. The VHSCF corresponding to the isotropic diffusion of H$_2$O molecules in bulk liquid water is shown in (b) for comparison.
Figure 6. Modification of clinker particle agglomeration forces by organic additives (grinding aids) during comminution in industrial cement mills using molecular dynamics simulations. (a) Schematic diagram of agglomeration of clinker particles. (b) A conceptual image is presented to show the dispersion of clinker particles in the presence of grinding aids (organic additives). (c) Two tricalcium silicate (C₃S) surfaces with an intermediate monolayer of glycerine molecules. The presence of organic molecules creates an interfacial gap between tricalcium silicate surfaces that lowers agglomeration energies up to 90% in comparison to the neat mineral surfaces. (d) Computed agglomeration energy due to presence of commercial GAs with
chemical dosage of 20 mg/m² for C₃A and C₃S. (e) Structure of common chemical additives to reduce the energy required for grinding of cement, including triisopropanolamine (TIPA), triethanolamine (TEA), N-methyl-diisopropanolamine (MDIPA), and glycerine. (Adapted from [refs. 42,43,170]).

Figure 7. Interactions of aluminate ions with the hydroxylated C₃S surface according to molecular dynamics simulation. (a) Interactions of aluminate ions with the initially hydrated C₃S surface (one molecular layer) at pH ~ 11.5 involve strong bonding to calcium ions on the surface as well as interfacial hydrogen bonds (Al–OH···O⁻–Si and Al–OH···OH–Si). (b)
Interactions of aluminate ions with the C₃S surface after double-layer hydration at pH ~12.5 are weaker. Dissolution of silicate ions and formation of ionic complexes between aluminate and calcium ions, aluminate ions and silicate ions (circular highlight), (c) Aluminate ions on the hyd. C₃S surface with added NaOH at pH 13.4 as seen. Initial position of aluminate ions and NaOH on the hyd. C₃S (SiO(OH)₃─) surface (after 10 ps). (d) Equilibrium positions of aluminate ions and NaOH on the hyd. C₃S (SiO(OH)₃─) surface (after 10 ns). Surface reconstruction and complex formation between aluminate and silicate ions can be seen (circular highlight). NaOH weakens the interactions between aluminate ions with Ca²⁺ and silicate ions of the hydrated C₃S surface, shifting the equilibrium towards aluminate desorption. [ref 78]
Figure 8. Adsorption sites for $CaSiO_2(OH)_2$ and $SiO_2(OH)_2^{2-}$ ions at different portlandite surfaces identified by metadynamics calculations. Approximate residence time of each species on that specific surface from MD simulations is also indicated. At (0001) surface both the species are found to have some mobility while residence time of $>1.4$ ns indicates a stable and strongly adsorbed site. b1 is the strongly bound water site. yellow: Si, red: O, white: H, turquoise: Ca. Adapted from [ref 145]
Figure 9. (a) Snapshots of the simulation. Ca is represented as green spheres, H as white spheres, and oxygen atoms from the solid and from water as red and blue spheres respectively. (a.1) Shows the structure at 0.15 ns, when water has reacted with the surface but the lime structure is maintained. (a.2) shows the structure at 0.25 ns, when the top layer has transform into portlandite. (b) Amount of water dissociated per nm\(^2\) as a function of time.
Figure 10. (a) Adsorption energy map projected over the studied $\beta$-C$_2$S and $\gamma$-C$_2$S surfaces. The Ca$^{2+}$ atoms are represented as green spheres and the SiO$_4^{4-}$ groups as orange tetrahedra with the oxygen atom in red and the silicon in orange. The color scale indicates the water adsorption energy at every specific point of the surface. In $\gamma$-C$_2$S, the crosses show spots where the water molecule reacts spontaneously, i.e. without energy barrier. (b) Number of water dissociation reactions per surface area as a function of time in $\beta$-C$_2$S and $\gamma$-C$_2$S surfaces.
Figure 11. (a) Time resolved atomic density profiles of H and Ca on C$_3$S (010) surface. The distance origin shows the position of the Gibbs plane defining the position of the surface before hydration. Hence, negative values indicate positions inside the crystals. The color scale represents the element-normalized number of atoms at a given distance from the surface. (b) Schematic representation of the hydration process.
Figure 12. (a) Atomic configurations of the super cell of tobermorite samples containing screw dislocation dipole with opposite signs, +b and −b. The dislocation line is along [001]. (b) Atomic configurations of tobermorite with screw dislocation dipole along [100] at strain of
10.0%. The atoms in (1) are colored by their displacement deviation. (2-6) shows the cross-sectional atomic views along [010] at various locations. The dash lines and arrows in (2-6) denote the gliding planes. (c) Comparisons of the effects of single screw dislocation and dislocation dipole on elastic modulus, shear strength and toughness. The vertical axis stands for the percentage of increased mechanical properties with respect to those measured from the defect-free tobermorite. Adapted from [ref 204].