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Résumé

Depuis la découverte de la particule postulée par Pauli, le neutrino, dans les années
1950, les connaissances accumulées sur les neutrinos ont approfondi notre compréhension
de l’univers. Le phénomène de l’oscillation des neutrinos est une des découvertes les plus
remarquables dans les dernières décennies. Il a révélé et continue de élucider les pro-
priétés fondamentales des neutrinos. À ce jour, la physique de l’oscillation des neutrinos
est entrée dans une ère de haute précision. JUNO est une expérience de neutrinos de
nouvelle génération basée sur le plus grand détecteur de scintillateur liquide au monde,
visant principalement à mesurer l’oscillation des neutrinos de réacteur à haute précision.
Ses perspectives principales scientifiques incluent la détermination de l’ordre de masse
des neutrinos (MO) et la mesure de la moitié de tous les paramètres d’oscillation (θ12,
∆m2

21 et ∆m2
32) avec une haute précision sans précédent. En tant que détecteur de scin-

tillateur liquide de pointe, JUNO contribuera également à l’exploration des neutrinos de
supernova, des neutrinos solaires, des géo-neutrinos, de la désintégration du proton, etc.

En ce qui concerne les objectifs principals de JUNO, le point le plus critique est le
contrôle de l’énergie, y compris l’exactitude et la précision, afin d’obtenir les mesures d’os-
cillation des neutrinos les plus précises. L’objectif du contrôle de l’énergie dans le JUNO
détecteur est d’avoir une ∼3% résolution d’énergie à 1 MeV et les erreurs systématiques
de détection d’énergie inférieures à 1%. Motivé par le contrôle de l’énergie exigeant, un
nouveaux concept, appelée Double Calorimétrie, est realisé pour la première fois à JUNO
en introduisant un deuxième système de lecture (SPMT) en plus du système de lecture
principale (LPMT). Ce concept apporte des perspicacités uniques pour le contrôle des
erreurs systématiques grâce à la décomposition de la dégénérescence des compositions
différentes de détecteur réponse, y compris les non-linéarités et la non-uniformité.

Cette thèse est consacrée au développement, pour la première fois, de la nouvelle
technique d’étalonnage des détecteurs avec la Double Calorimétrie pour le contrôle de
l’énergie concernant l’exactitude et la précision. La méthodologie de la nouvelle tech-
nique d’étalonnage, ainsi que ses performances prospectives seront présentées dans cette
thèse. Pour la validation du matériel critique de la Double Calorimétrie, les performances
de l’électronique de lecture de SPMT sont préalablement testées et validées dans cette
thèse. La technique de la Double Calorimétrie développée dans cette thèse assurera les
conditions de la détermination de MO intrinsèque (∼3σ) de JUNO et de la mesure
des paramètres d’oscillation inférieur à 1%. En dehors de l’étude de MO intrinsèque de
JUNO, une étude de MO synergie entre JUNO et des expériences de faisceaux de neutri-
nos à ligne de base longue est également réalisée dans cette thèse pour étudier la mesure
possible de MO entièrement résolue (≥5σ). Par conséquent, cette thèse couvre plusieurs
techniques nouvelles qui sont maintenant adoptées par JUNO couvrant du matériel à la
physique la plus importante de JUNO.

MOTS-CLÉS : Oscillation des neutrinos, Ordre de mass des neutrinos, Scintillateur
liquide, JUNO, Etalonnage, Non-linéarité de charge, Double Calorimétrie, Electronique
de lecture
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Abstract

Since the discovery of the Pauli’s hypothetical particle, neutrino, in 1950’s from the
nuclear reactor, the accumulated knowledge about neutrino has deepened our under-
standing of the universe. The neutrino oscillation phenomenon, as one of the most
remarkable discoveries in recent decades, has revealed and continues unraveling the fun-
damental properties of neutrinos. To date, neutrino oscillation physics has entered into a
high precision era. JUNO is a new generation neutrino experiment based on the world’s
largest liquid scintillator detector, aiming primarily for the high precision reactor neu-
trino oscillation measurements. Its major scientific prospects include the neutrino mass
ordering (MO) determination and the unprecedented precision measurement of half of
all oscillation parameters (θ12, ∆m2

21 and ∆m2
32). Being the state of the art liquid scin-

tillator detector, JUNO will also contribute to the exploration of supernova neutrinos,
solar neutrinos, geo-neutrinos, proton decay, etc.

Regarding the primary physics goals of JUNO, the most critical and challenging
topic is the energy control including both accuracy and precision in order to achieve
the most precise neutrino oscillation measurements. The goal of the energy control in
the JUNO detector is to have an unprecedented ∼3% energy resolution at 1 MeV and
sub-percent energy detection systematics. Motivated by the challenging energy control,
a novel design, called Dual Calorimetry, is implemented for the first time at JUNO by
introducing a second readout (SPMT) system in addition to the main readout (LPMT)
system. This design brings some unique insights for the systematics control through
the breakdown of the degeneracy of different detector response compositions including
non-linearities and non-uniformity.

This thesis is devoted to develop, for the first time ever, the novel detector calibra-
tion technique of the Dual Calorimetry to address the energy control in terms of both
accuracy and precision. The methodology of the novel calibration technique, together
with its prospect performance, i.e. sub-percent energy control, will be presented in this
thesis. For the critical hardware validation of the Dual Calorimetry, the performance of
the SPMT readout electronics is preliminarily tested and validated during this thesis.
The Dual Calorimetry technique developed in this thesis will ensure the conditions of
the ∼3σ JUNO intrinsic MO determination and sub-percent oscillation parameters mea-
surement. Besides the JUNO intrinsic MO study, a MO synergy study between JUNO
and long baseline neutrino beam experiments is also performed during this thesis for in-
vestigating the possible fully resolved MO measurement (≥5σ). Hence, this thesis covers
several novel techniques that are now considered as baseline in JUNO covering from the
hardware all the way to the most important physics of JUNO.

KEYWORDS: Neutrino oscillation, Neutrino mass ordering, Liquid scintillator, JUNO,
Calibration, Charge non-linearity, Dual Calorimetry, Readout electronics
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Introduction

Neutrinos, as fundamental particles in the Standard Model (SM), were conjectured
as massless and electrically neutral fermions. The discovery of the neutrino oscillation,
manifesting as the spontaneous neutrino flavor transformation, indicates that neutrinos
have non-degenerate masses, and their mass eigenstates and flavor eigenstates are mixed.

In the three generations neutrino framework, regarding the non-degenerate mass
eigenstates ν1, ν2 and ν3, at least two of them are massive. The mass ordering of ν1 and
ν2 has been determined as m1 < m2 through the solar neutrino measurement. However,
it is still unknown whetherm1 < m2 < m3 orm3 < m1 < m2, meaning that the neutrino
mass ordering (MO) remains unsolved. Neutrino oscillations are sensitive to the squared
mass differences ∆m2

ij = m2
i −m2

j , thus being able to be used to investigate the MO as
the sign of ∆m2

32.
Regarding the mixture between mass eigenstates and flavor eigenstates, it can be

characterized by the 3×3 PMNS (Pontecorvo–Maki–Nakagawa–Sakata) matrix. Under
the unitary assumption, the PMNS matrix can be parameterized by three mixing angles
θ12, θ23, θ13, and one CP violation phase δCP in the case of Dirac neutrino. The current
precision of θ12, θ23 and θ13 is at a few percent level, as well as ∆m2

21 and |∆m2
32|, while

δCP remains unknown. The future neutrino oscillation experiments, being in the high
precision measurement era, will focus on the neutrino MO determination, the CP viola-
tion phase measurement and the improvement of the precision of oscillation parameters.
A brief introduction to the neutrino physics with the highlight of the neutrino oscillation
physics including the historical milestones, present status and open questions is given in
Chapter 1.

The Jiangmen Underground Neutrino Observatory (JUNO) is a key future experi-
ment in the era of the high precision neutrino oscillation measurement. By means of
the high precision the reactor neutrino (νe) oscillation measurement, JUNO pursues the
determination of the MO at ∼3σ significance with 6 years statistics. The MO determi-
nation at JUNO is unique, as it is vacuum oscillation driven and independent of δCP
and θ23. The other experiments targeting the MO determination are the long baseline
neutrino beam experiments and the atmospheric neutrino experiments whose MO mea-
surements all rely on the matter effects and are affected either by δCP or θ23. With the
reactor neutrino measurement, JUNO can also improve the precision of three oscillation
parameters θ12, ∆m2

21 and ∆m2
32 to unprecedented sub-percent level, contributing to the

test of the standard three generations neutrino framework.
Beyond reactor neutrinos, JUNO is capable to observe supernova neutrinos, solar

neutrinos, atmospheric neutrinos, geo-neutrinos, etc. It is also sensitive to some beyond
SM physics such as the search for proton decay. The rich physics potentials make JUNO
to be one of the most important future neutrino experiment. The aforementioned physics
topics of JUNO are reviewed in Chapter 2, focusing in particular on the high precision
reactor neutrino oscillation topics.

1



Introduction 2

The JUNO experimental design is driven by the neutrino MO determination. The
JUNO detector is placed at ∼53 km from two nuclear power plant complexes with equal
baselines. The design of the major components of the JUNO detector is reviewed in
Chapter 3. The detector is designed to have the world’s largest (∼20,000 tons) liquid
scintillator (LS) as the target medium for obtaining large statistics. The detection of
reactor neutrinos in the LS is via the inverse beta decay reaction. For obtaining a high
precision reactor neutrino energy spectrum to extract the MO and oscillation parame-
ters information, the most critical point is the energy control. Specifically, the energy
resolution is aimed to be ∼3% at 1MeV. The stochastic term of the energy resolution
requires ∼1200 photoelectrons (PEs) yield per MeV achieved by ∼18,000 20-inch PMTs
(LPMT). Meanwhile, the energy scale uncertainty and the non-stochastic term of the
energy resolution both need to be controlled below 1%, which imply the precise control
of the energy detection systematics.

However, for the LPMT calorimetry, it is challenging to control precisely its energy
detection systematics to sub-percent level. For the reason of this challenge, on the one
hand, in the reactor neutrino energy range, a single LPMT needs to handle an unprece-
dented vast dynamic range in the charge detection which is at least 1 order of magnitude
larger than the current reactor neutrino experiments such as Daya Bay, Double Chooz,
KamLAND and RENO. One the other hand, the charge detection effect, i.e. the charge
non-linearity (QNL), is typically degenerated with 1.) the detector non-uniformity ef-
fect, 2.) the non-linearity effect during energy deposition in the LS and 3.) even the
non-stability effect. While the QNL becomes a constraint for the experiment, it is non-
trivial to perform an independent calibration of the QNL. The uncalibrated LPMT QNL,
likely being the main limitation for the energy detection systematics control, could have
a significant impact on the physics measurement at JUNO, which prompts this thesis to
explore novel technique for the QNL control.

The JUNO 3-inch PMT (SPMT) calorimetry is introduced as the "zero" QNL refer-
ence for the LPMT calorimetry. The SPMT system contains ∼ 26, 000 PMTs designed to
work mainly in the robust single PE counting mode. The SPMT and LPMT systems con-
stitute the Dual Calorimetry design providing a unique opportunity for the breakdown
of the degeneracy between the QNL effect and other systematic effects. The isolation,
hence calibration, of the LPMT QNL can be achieved with the Dual Calorimetry. The
overall energy control including both the energy scale and the energy resolution can be
improved with the Dual Calorimetry, thus helping to realize the physics goals of JUNO.

The concept of the Dual Calorimetry design is elaborated in Chapter 4, where the
basic principle of this novel design is explained in full detail. The most important imple-
mentation of the Dual Calorimetry, i.e. the channel-wise Dual Calorimetry calibration
(DCC), is developed in this thesis, as will be detailed in Chapter 5 together with the
prospect performance. The SPMT readout response linearity control and systematic
effects of the DCC method are also addressed in Chapter 5. Then the energy con-
trol including the energy scale and the energy resolution with the DCC is addressed in
Chapter 6, where a significant improvement of the QNL effect related energy control is
demonstrated.

The performance of SPMT system, especially the SPMT readout electronics, is the
key for the success of the Dual Calorimetry. Therefore, this thesis involves also the test
of the SPMT readout electronics for the Dual Calorimetry hardware validation, which is
presented in Chapter 7.



3 Introduction

The Dual Calorimetry technique developed in this thesis ensures the conditions of the
stringent energy control, thus contributing to the high precision reactor neutrino oscilla-
tion measurement at JUNO including the its intrinsic MO measurement and oscillation
parameters. The JUNO intrinsic MO measurement is likely not able to resolve the MO
at ≥ 5σ level. Therefore, a MO synergy study between JUNO and long baseline neutrino
beam experiments is carried out during this thesis for investigating the possible earliest
resolved MO measurement and the possible vacuum oscillation driven MO solution. This
MO synergy study is presented in Chapter 8.



Chapter 1

Introduction to Neutrino Physics

Neutrinos are one of the basic building blocks of the universe. They are classified as
one of the elementary particles in the Standard Model (SM). Neutrinos are also one of the
least understood particles due to the fact that they interact very weakly with matter.
Exploring the neutrino properties and interactions has been one of the most exciting
activities in particle physics. From the neutrino hypothesis to the neutrino discovery and
the most recent discovery of the neutrino oscillation phenomenon, an enormous amount
of knowledge about neutrinos has been accumulated. This chapter aims to briefly review
the basic knowledge and current status of neutrino physics, particularly focusing on the
neutrino oscillation physics.

A brief overview of the neutrino history is presented in Sec.1.1, followed by the
introduction of the basic properties of neutrinos in Sec.1.2. Then the neutrino oscillation
physics is reviewed. In Sec.1.3, a brief theoretical description of neutrino oscillations is
presented. The experimental measurements of the neutrino oscillations are addressed in
Sec.1.4, together with some historical milestones and the state of the art knowledge. In
the end, some of the open questions and the ongoing and future experimental effort in
the neutrino field are briefly reviewed in Sec.1.5.

1.1 A Brief History of Neutrino Discovery

The history of neutrinos dates back to the end of nineteenth century along with
the discovery and the study of radioactivity. In 1896, Henri Becquerel discovered the
radiation coming from uranium [1, 2]. Subsequently, the radioactivity was observed by
Marie and Pierre Curie from other substances such as radium and polonium [3] In 1899,
Ernest Rutherford found that the uranium radiation was complex and he described two
distinct types of radiation, one that is easily absorbed, called α, and the other that is
more penetrative, called β [4]. Later on, in 1902, it was demonstrated that the β radiation
(or decay) was, in substance, electron. At that time, the β decay was believed to be a
two-body process in which a radioactive nucleus decayed into a different nucleus emitting
an electron. By applying the energy conservation law, the emitted electron should have a
discrete and unique energy. However, in 1914, James Chadwick showed that the energy
spectrum of the electron from β decay was continuous, which was puzzling because it
suggested the possible violation of the energy conservation law [5].

The hypothesis of neutrino was introduced in 1930 by Wolfgang Pauli in order to
explain the continuous energy spectrum of β decay and to rescue the energy conservation
law [6]. Pauli suggested a light, neutral and spin 1/2 particle, later on named neutrino by
Enrico Fermi, as the third body of the β decay. Then, the continuous β decay spectrum
would become understandable. In 1933, Enrico Fermi built the theory of β decay in
which a neutron decays into a proton, an electron and a neutrino [7]. In 1934, Hans

4
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Bethe and Rudolf Peierls calculated the probability of the interaction (i.e. the cross
section) between a neutrino and a proton, and they found that the cross section should
be extremely small resulting in an unprecedented challenge for detecting neutrinos [8],
as it remains now.

More than twenty years later, in 1956, the neutrino was finally discovered by Frederick
Reines and Clyde Cowan [9]. They led the detection of neutrinos from the nuclear reactor
of Savannah River. The neutrino coming out of a nuclear reactor is now known as the
electron antineutrino.

In 1962, the second type of neutrino, i.e. muon neutrino, was discovered from the
pion decay by a team led by Melvin Schwartz, Leon Lederman and Jack Steinberger
at Brookhaven National Laboratory [10]. In 1975, Martin Perl and his team discovered
the third type of lepton, i.e. tau lepton, in the SLAC electron-positron collider [11].
The third type of neutrino was inferred to exist. The direct tau neutrino measurement
was done in 2000 by the DONUT collaboration [12]. Three species of neutrino have
been discovered up to now. And the number of active1 neutrino species is constraint
to be 2.9840 ± 0.0082 by the measurement of the Z boson resonance at LEP and SLC
electron-positron colliders [13].

Beginning with the β decay to the neutrino hypothesis to the three species of neutrino
discovery, the exploration of neutrinos and their properties has spanned the twentieth
century. To this day, physicists continue to explore the mysteries of neutrinos.

1.2 Neutrinos Properties

Neutrinos are matter particles with three generations in the Standard Model of par-
ticle physics. The SM [14, 15, 16] is so far the most successful theory to describe all
matter and all interactions except gravity in the universe. In order to better describe
the neutrino properties, the SM is briefly reviewed with the highlight of neutrinos in this
section.

The elementary particles in the SM are shown is Fig.1.1. The SM is a gauge theory
under the local symmetry group SU(3) × SU(2) × U(1). This gauge group describes
the interactions and determines the number of gauge bosons as interaction carriers. It
is composed of three subgroups. The SU(3) leads to the quantum chromodynamics
(QCD), the theory of strong interaction. Eight gluons are the mediators of the strong
interaction. The SU(2) is responsible for the weak interaction with W± and Z bosons as
interaction carriers. The U(1) leads to quantum electrodynamics (QED), the theory of
electromagnetic interaction, with the photon as the interaction carrier.

In the SM, quarks and leptons are the fundamental constituent of matter and they are
fermions with spin 1/2 being classified into three generations. Quarks have six flavors,
and they participate in all the three interactions described in the SM. The charged leptons
with three flavors, i.e. e, µ and τ , participate in electromagnetic and weak interactions.
Neutrinos, as the neutral leptons, also have three flavors linked to the charged lepton
flavors, namely νe, νµ and ντ . Neutrinos are only sensitive to the weak interaction in the
SM framework. All fundamental fermions, including the neutrinos, are massive, hence
they are, a priori, sensitive to the gravitational interaction which is not described in the
SM.

There is also a scalar boson, i.e. Higgs boson, in the SM. It is responsible for the gen-
eration of masses for weak bosons and fermions through the so called Higgs mechanism
(or Brout-Englert-Higgs mechanism)[17, 18, 19]. According to the past experimental
observations, neutrinos were hypothesized as massless particles in the SM. However, the

1. The opposite to active neutrinos are sterile neutrinos, i.e. possible hypothetical neutrino states
that might not coupled to the Z boson.
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experimentally observed neutrino flavor transformation phenomena, i.e. neutrino oscil-
lations, imply that neutrinos are massive particles. The neutrino oscillations originate
from the non-degenerate neutrino masses and the mixing between the mass eigenstates
and the flavor eigenstates. In order to include the neutrino masses, the SM extension
was investigated [20]. However the extension depends on the nature of neutrino (i.e.
Dirac or Majorana) which remains unknown. The so called see-saw mechanism [21] is a
popular model responsible for the neutrino mass generation.

In spite of the large amount of knowledge accumulated, neutrinos are still mysterious
in many aspects, and many open questions remain which will be reviewed in Sec.1.5.
The neutrino oscillation, as the first hint of the physics beyond the SM, is a probe to
demystify some of the secrets behind the nature of neutrinos and to explore new physics.

Figure 1.1 – Elementary particles in the Standard Model. Taken from[22]

1.3 Neutrino Oscillation Theory

Even though neutrinos were long thought to be massless, some early theoretical work
already attempted to describe massive neutrinos, neutrino mixing and oscillations. The
first idea of neutrino mass, mixing and oscillation was brought forward by Bruno Pon-
tecorvo in 1957 in analogy with K0 ⇀↽ K̄0 oscillation [23]. But only one type (electron-
type) of neutrino was known at that time. So he described a possibility of neutrino to
antineutrino oscillation i.e. ν ⇀↽ ν. After the discovery of the second type of neutrino,
i.e. muon neutrino (νµ), Pontecorvo extended his neutrino oscillation idea to two neu-
trinos case, i.e. νe ⇀↽ νµ oscillation [24]. In 1962, a two neutrino mixture theory had
also been proposed by Ziro Maki, Masami Nakagawa and Shoichi Sakata [25]. To com-
memorate their pioneering work on neutrino mass, mixing and oscillation, the matrix
used to described the neutrino mixing is named as Pontecorvo–Maki–Nakagawa–Sakata
(PMNS ) matrix.

With the neutrino oscillation discovery and confirmation by various experiments
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[26, 27, 28, 29, 30, 31, 32], to this day, the three neutrino oscillation framework has
been largely studied and established both experimentally and theoretically, but some is-
sues remain to be fully understood. The non-degenerate masses and the mixing between
mass eignstates and flavor eignstates account for the spontaneous neutrino flavor trans-
formations, namely neutrino oscillations. This section aims to review the theoretical
description of the neutrino oscillation with the plane wave treatment1.

1.3.1 Neutrino Oscillation in Vacuum

The lepton flavor is the label to distinguish the experimentally observed different
types of neutrinos. The flavor states are the eigenstates of the weak interaction. As for
the neutrino mass states, they are the eigenstates of the Hamiltonian, which obey the
Schrödinger equation approximately.

In the three neutrino framework, the flavor eignstates are denoted as |να〉 with α =
e, µ, τ , and the mass eignstates are denoted as |νi〉 with i = 1, 2, 3. The mixture between
them can be given by:

|να〉 =
3∑

i=1

U∗αi |νi〉 , (1.1)

where the weight U is the element of a 3×3 unitary matrix, i.e. the PMNS matrix.
Under the plane wave approximation, the mass eigenstate |νi〉 evolving over time can

be written as:

|νi(t)〉 = e−iEit |νi〉 , (1.2)

where Ei is the energy eigenvalue:

Ei =

√
−→p 2

+m2
i . (1.3)

Thus, for a neutrino created with a definite flavor α at time t=0, i.e. |να(t = 0))〉 =
|να〉, its time evolution is given by:

|να(t)〉 =

3∑

i=1

U∗αie
−iEit |νi〉 . (1.4)

Similarly, the mass eignstates can be expressed in terms of the superposition of the
flavor eighstates:

|νi〉 =
∑

β=e,µ,τ

Uβi |νβ〉 . (1.5)

Substituting Eq.(1.5) into Eq.(1.4), the evolution of the flavor eigenstates with time
is given by:

|να(t)〉 =
∑

β=e,µ,τ

3∑

i=1

U∗αie
−iEitUβi |νβ〉 . (1.6)

Therefore, the eignstate with 100% ingredient of α flavor (α = e, µ or τ) at t=0 becomes
the superposition of different flavor eignstates at t > 0.

1. For simplicity, the plane wave treatment is considered here as it results the desired oscillation
formula despite its defects and problems [33]. More complete and correct treatments can be performed
by using the quantum mechanical wave-packet approach [34] or quantum field theory treatment [35].
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The amplitude of να → νβ transition is given by:

Aνα→νβ (t) = 〈νβ|να(t)〉 =
3∑

i=1

U∗αiUβie
−iEit. (1.7)

Then the flavor transformation probability (or the oscillation probability), is given
by:

Pνα→νβ (t) = |Aνα→νβ (t)|2 =

3∑

i=1

3∑

j=1

U∗αiUβiUαjU
∗
βje
−i(Ei−Ej)t. (1.8)

As neutrinos travel at the speed close to the light, at the ultrarelativistic limit (i.e.
E ∼ p� mi), the neutrino energy in Eq.(1.3) is approximated by:

Ei ' p+
m2
i

2p
' E +

m2
i

2E
, (1.9)

where E ≈ |−→p | is the neutrino energy neglecting the mass contribution. So,

Ei − Ej '
∆m2

ij

2E
, (1.10)

where ∆m2
ij is the squared mass difference with

∆m2
ij = m2

i −m2
j . (1.11)

Experimentally the distance between the neutrino source and the detector (L) can be
known, instead of the traveling time. Since ultrarelativistic neutrinos propagate almost
at the speed of light, the approximation t = L can be applied, with the natural unit c=1.
Therefore the oscillation probability can be approximated by,

Pνα→νβ (L,E) =

3∑

i=1

3∑

j=1

U∗αiUβiUαjU
∗
βjexp(−i

∆m2
ijL

2E
). (1.12)

In order to be easier to understand the different factors in the oscillation probability
formula, it is convenient to write the oscillation probability as:

Pνα→νβ (L,E) = δαβ − 4
∑

i>j Re[U∗αiUβiUαjU
∗
βj ] sin2

(
∆m2

ijL

4E

)

+2
∑

i>j Im [U∗αiUβiUαjU
∗
βj ] sin

(
∆m2

ijL

2E

)
. (1.13)

From Eq.(1.13), it is clear that if the neutrinos have degenerate masses, i.e. ∆m2
ij = 0,

neutrinos will not oscillate. The observed neutrino oscillations indicate that neutrinos
should be massive in a non-degenerate way, and at least two of them are massive for
the oscillations to manifest. However, the oscillation characterization does not provide
direct access to the absolute mass of the neutrinos. The oscillation is only sensitive to
the squared mass difference ∆m2

ij which is proportional to the oscillation frequency. In
the three neutrino framework, there are three squared mass differences and their relation
is given by:

∆m2
21 + ∆m2

32 + ∆m2
13 = 0. (1.14)
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The oscillation amplitude is proportional to the PMNS matrix elements. The PMNS
matrix is a 3 by 3 unitary matrix1 and can be described by four free parameters. Most
commonly it is parameterized by three mixing angles (θ12, θ23 and θ13) and one phase
related to the charge conjugation-parity violation (δCP ), as shown in Eq.(1.16).

U =



Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3




=




1 0 0
0 c23 s23

0 −s23 c23






c13 0 s13e
−iδCP

0 1 0
−s13e

iδCP 0 c13





c12 s12 0
−s12 c12 0

0 0 1


 (1.15)

=




c12c13 s12c13 s13e
−iδCP

−s12c23 − c12s23s13e
iδCP c12c23 − s12s23s13e

iδCP s23c13

s12s23 − c12c23s13e
iδCP −c12s23 − s12c23s13e

iδCP c23c13


 , (1.16)

where sij and cij represent sin θij and cos θij respectively.
The PMNS matrix can also be shown as the product of 3 sub-matrix as given by

Eq.(1.15). Historically, the one containing θ23 is called atmospheric sector; the one
containing θ12 is called solar sector; the one containing θ13 is called reactor sector.

In the case of Majorana neutrinos, two extra complex phases need to be added into
the PMNS matrix, appearing as an additional sub matrix with the form of Eq.(1.17).
Since the Majorana phases does not participate in neutrino oscillations, it will be ignored
in the following discussion about neutrino oscillations.



eiα1/2 0 0

0 eiα2/2 0
0 0 1


 . (1.17)

1.3.2 Matter Effects

Even though neutrinos interact weakly with matter, when they go through a large
amount of matter like the earth or the sun, their interactions with matter can become a
sizable effect compared to neutrino oscillations. This effect was pointed out by Lincoln
Wolfenstein, Stanislav Mikheyev and Alexei Smirnov, called matter effects or MSW
effects [36, 37].

When neutrinos propagate in matter, they can experience the coherent forward elastic
scattering with the particles in the medium. All three flavor neutrinos experience the
neutral current (NC) weak interaction with electrons and nucleons. Electron neutrinos
also experience the charged current (CC) weak interaction with electrons.

For the NC weak interaction, by assuming an electrical neutral environment (i.e. the
number densities of protons and electrons are equal), the weak potential can be written
as:

VNC = ∓
√

2

2
GFNn, (1.18)

where GF is the Fermi constant, Nn is the neutron number density of the medium, and
the "−" and "+" signs correspond to neutrinos and antineutrinos respectively. The VNC

1. The unitary condition is critical here and it implies the conservation of probability. As of now,
the unitarity is assumed to be conserved, but it needs to be experimentally corroborated.
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depends only on the neutron number density, because the electron potential and proton
potential cancel out each other.

As for the CC interaction, the weak potential for electron-type neutrinos can be
written as:

VCC = ±
√

2GFNe, (1.19)

where Ne is the electron number density of the medium, and the "+" and "−" signs
correspond to neutrinos and antineutrinos respectively.

The VNC is the same for all three flavor neutrinos, so it has no net effect on the
neutrino oscillations. However, the VCC only affects the electron (anti)neutrinos, thus
resulting in an impact on the oscillation patterns. For simplicity, considering the two
neutrino framework with the vacuum oscillation parameters of θ and ∆m2, the mixing
angle in matter can be written as:

sin2 2θm =
sin2 2θ

(cos 2θ − 2EVCC
∆m2

)2 + sin2 2θ
. (1.20)

The squared mass difference in matter can be written as:

∆m2
m = ∆m2 ·

√
(cos 2θ − 2EVCC

∆m2
)2 + sin2 2θ. (1.21)

According to the two flavors transition, cos2θ has the same sign as ∆m2 [38]1. For
neutrinos, VCC is positive, thus the flavor transition in matter can be enhanced to the
maximum i.e. sin2 2θm = 1 even for small vacuum mixing angles when the following
condition is achieved:

cos 2θ =
2EVCC
∆m2

. (1.22)

It is called the resonance condition leading to the possibility of the total transition
between the two flavors. This mechanism explains the large solar neutrino deficit caused
by the small vacuum mixing angle [39]. For the antineutrino, it leads to the deterioration
of the flavor transition because of the opposite sign of the VCC .

The matter effects can be used to determine the neutrino mass ordering, as it has
already been used to measurem1 < m2 from solar neutrinos. Being different for neutrinos
and antineutrinos, the matter effects can introduce a spurious CP violation, thus it needs
to be well understood for the measurement of the CP-violation phase term in the PMNS
matrix.

1.4 Neutrino Oscillation Measurements

Since the neutrino oscillation discovery through the atmospheric and solar neutrino
experiments, the main objective of neutrino oscillation experiments has been gradually
transitioned from the observation of neutrino oscillation to the precise measurement of
oscillation parameters. In the three neutrino framework, neutrino oscillations depend on
six independent parameters:

— three mixing angles θ12, θ23 and θ13,
— two squared mass differences ∆m2

21 and ∆m2
32 (∆m2

31 = ∆m2
21 + ∆m2

32),
— and one CP violation phase δCP .

1. For three flavor case, this relation is not necessarily true.
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These parameters can not be predicted theoretically and need to be measured experi-
mentally. This section aims to review the measurement of these oscillation parameters
with the past and present experimental effort which are usually categorized as solar,
atmospheric, accelerator and reactor neutrino experiments.

1.4.1 Solar Neutrino Oscillation

The sun is a powerful source of neutrinos. There are series of nuclear fusion reactions
in the sun producing electron neutrinos. The two main reaction chains are the proton-
proton (pp) chain (> 98%) and the CNO (Carbon-Nitrogen-Oxygen) cycle. The overall
neutrino production in pp chain can be summarized as:

4p→ 4He+ 2e+ + 2νe + 26.73MeV. (1.23)

The solar neutrino spectrum can be predicted by the Standard Solar Model (SSM) [40,
41, 42]. Fig.1.2 shows the prediction in the SSM based on the calculation in Ref.[41].

16 14. Neutrino Masses, Mixing, and Oscillations

Figure 14.1: Spectrum of solar neutrino fluxes predicted by SSM calculation in [41]. In addition
to standard fluxes, ecCNO neutrinos have been added based on [42]. Electron capture fluxes are
given in cm≠2s≠1. Taken from [43]

Table 14.2: List of solar neutrino experiments

Name Target material Energy threshold (MeV) Mass (ton) Years
Homestake C2Cl4 0.814 615 1970–1994

SAGE Ga 0.233 50 1989–
GALLEX GaCl3 0.233 100 [30.3 for Ga] 1991–1997

GNO GaCl3 0.233 100 [30.3 for Ga] 1998–2003
Kamiokande H2O 6.5 3,000 1987–1995

Super-Kamiokande H2O 3.5 50,000 1996–
SNO D2O 3.5 1,000 1999–2006

KamLAND Liquid scintillator 0.5/5.5 1,000 2001–2007
Borexino Liquid scintillator 0.19 300 2007–

14.6.1.2 Detection of solar neutrinos and the solar neutrino problem
Experiments which observed solar neutrinos are summarized in Table 14.2.
A pioneering solar neutrino experiment was carried out by R. Davis, Jr. and collaborators at

Homestake starting in the late 1960s [44]. The Davis’ experiment utilizes the reaction ‹e + 37Cl æ
e≠ + 37Ar. Because this process has an energy threshold of 814 keV, the most relevant fluxes are the
7Be and 8B neutrinos. The detector contained ≥ 615 t of C2Cl4. The produced 37Ar, which has

1st June, 2020 8:28am

Figure 1.2 – Solar neutrino spectra predicted by the SSM in Ref.[41] (SFII-GS98 model).
The proton-proton chain includes the continuous spectra of pp, hep and 8B, and also
the line spectra of 7Be and pep. The CNO cycle contains the continuous spectra shown
as the dashed blue curves. The electron capture on 13N, 15O, and 17F produces ecCNO
neutrinos as line spectra in dashed dark blue [43]. Taken from [44].

Solar Neutrino Anomaly

The first solar neutrino detection was carried out by Raymond Davis Jr. at Home-
stake mine by using a 37Cl based detector [45]. The solar neutrinos were detected via
37Cl + νe → 37Ar + e− reaction with an energy threshold at 814 keV. The measured
solar neutrino flux was dominated by the contribution of the 8B process and was about
one third of the predicted value in the SSM.

Later on, three 71Ga based experiments, i.e. GALLEX [46], GNO [47] and SAGE [48],
detected solar neutrinos with a lower threshold (233 keV), via 71Ga + νe → 71Ge + e−.
The low threshold enabled the detection of the neutrinos from the pp process. These
three experiments also observed a large deficit (∼50%) of the solar neutrino flux predicted
by the SSM.
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The Kamiokande and Super-Kamniokande (Super-K) experiments used the water
Cherenkov technique to detect the solar neutrino through the ν-e− elastic scattering:
ν + e− → ν + e− with an energy threshold of ≥5 MeV. A deficit of the solar neutrino
flux in 8B process was also observed [49, 50].

All these results indicated a discrepancy between the solar neutrino observation and
the SSM prediction, which was known as the solar neutrino anomaly. The neutrino
oscillation was one of the possible reasons responsible for this anomaly, including the
critical role of the matter effects to explain the variation of the disappearance at different
energies.

SNO Experiment

The solar neutrino anomaly was not understood until the SNO (Sudbury Neutrino
Observatory) experiment with the evidence of solar neutrino flavor transformation [27].
The SNO experiment was based on a Cherenkov detector with 1,000 tons of heavy water
(D2O), allowing the neutrino detection through the neutral current (NC), charge current
(CC) and elastic scattering (ES) interactions. Therefore the total neutrino flux could be
measured through the NC interaction, ν+ D→ ν+p+n, and the pure electron neutrino
flux could be measured through the CC interaction, νe+ D → e− + p+ p.

The results obtained by SNO collaboration in 2002 [27] showed that the total neutrino
flux is consistent with the SSM prediction, while the electron neutrino flux is about one
third of the total neutrino flux. Since the sun only produces electron neutrinos, these
results indicate that the electron neutrinos are transformed to other types of neutrinos.
Together with other solar neutrino experiments and the KamLAND reactor neutrino
observations [28], the answer to the solar neutrino anomaly was found to be the neutrino
oscillation within the sun.

Later on, from the salt phase of the SNO experiment [51] in which NaCl was dissolved
in the D2O target, the NC, CC, EC fluxes were measured consistently with the previous
phase as follows:

ΦCC
SNO = 1.69+0.06

−0.06(stat.)+0.08
−0.09(syst.)× 106cm−2s−1

ΦNC
SNO = 4.94+0.21

−0.21(stat.)+0.38−0.34(syst.)× 106cm−2s−1,

ΦES
SNO = 2.35+0.22

−0.22(stat.)+0.15−0.15(syst.)× 106cm−2s−1,

which are shown in Fig.1.3. Finally the SNO collaboration obtain a total 8B neutrino
flux of Φ = 5.25± 0.16(stat.)+0.11

−0.13(syst.)× 106cm−2s−1 [52].

Borexino Experiment

Starting from 2008, the Borexino experiment uses the ultra low background liquid
scintillator (∼300 tons) to detect the 7Be and pep solar neutrinos. It measured the solar
neutrino deficit at 862 keV (7Be) and 1.4 MeV (pep) energies [53, 54] as shown in Fig.1.4.
In 2020, the Borexino collaboration reported the first experimental evidence of neutrinos
from the CNO fusion cycle [55].

θ12 and ∆m2
21

Through the solar neutrino oscillation observations, the oscillation parameters of
θ12 and ∆m2

21 can be extracted. By combining the results of all the solar neutrino
experiments, the two parameters are given approximately in NuFit 5.0 global fit [56]
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as: sin2 θ12 ∼ 0.31 (∼7% precision), ∆m2
21 ∼ 6× 10−5eV 2 (∼30% precision). The mass

ordering of m1 and m2 has been determined to be m1 < m2 by making use of the matter
effects of the solar neutrinos.
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structure detected Cherenkov radiation produced in both the D2O and H2O. The SNO detector
observed 8B neutrinos via three di�erent reactions. In addition to the ES scattering with an
electron, with D2O target the charged current (CC) ‹e + d æ e≠ + p + p and the neutral current
(NC) ‹x + d æ ‹x + p + n interactions are possible. The CC reaction is sensitive to only ‹e, while
NC reaction is sensitive to all active flavours of neutrinos with equal cross sections. Therefore, by
comparing the measurements of di�erent reactions, SNO could provide a model independent test
of the neutrino flavour change.
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Figure 14.2: Fluxes of 8B solar neutrinos, „(‹e), and „(‹µ,· ), deduced from the SNO’s CC, ES, and
NC results [60]. The Super-Kamiokande ES flux is from [61]. The BS05(OP) standard solar model
prediction [40] is also shown. The bands represent the 1‡ error. The contours show the 68%, 95%,
and 99% joint probability for „(‹e) and „(‹µ,· ). The figure is from [60].

In 2001, SNO reported the initial result of CC measurement [62]. Combined with the high
statistics measurement of ‹-e elastic scattering from Super-Kamiokande [58], it provided a direct
evidence for existence of non-‹e component in solar neutrino flux. The result of NC measurement
in 2002 [63] established it with 5.3‡ of statistical significance. Figure 14.2 shows the fluxes of
electron neutrinos („(‹e)) and muon and tau neutrinos („(‹µ,· )) with the 68%, 95%, and 99% joint
probability contours, obtained with the SNO data. Finally, together with the reactor neutrino
experiment KamLAND (see Sec.14.6.4), the solution of solar neutrino problem was found to be
the MSW adiabatic flavour transitions in the solar matter, the so-called large mixing angle (LMA)
solution, with parameters ∆m2 ≥ 7.5 ◊ 10≠5 eV2 and sin2 ◊ ≥ 0.3.

From a combined result of three phases of SNO [64], the total flux of 8B solar neutrino is found
to be (5.25 ± 0.16+0.11

≠0.13) cm≠2s≠1, consistent with the SSM prediction. This consistency is one of
major accomplishments of SSM.

In order to understand the SSM as well as to study the MSW e�ect for the solar neutrino,
measurements of solar neutrinos other than 8B are important. The Borexino experiment at Gran

1st June, 2020 8:28am

Figure 1.3 – Fluxes of 8B solar neutrinos measured by SNO (salt phase). νµ + ντ flux
versus νe flux is deduced from the CC (red), NC (blue) and ES (green) neutrino detection
channels of SNO. The total 8B solar neutrino flux predicted by the SSM [40] is shown
as dashed lines. The narrow band (grey) corresponds to the Super-Kamiokande ES
measurement [57]. The bands represent the ±1σ uncertainties. The point represents the
φνe from the CC measurement and the deduced φµτ from the NC and CC measurements.
The contours represent 68%, 95%, and 99% probabilities. Taken from [51]
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Figure 14.3: Electron neutrino survival probability as a function of neutrino energy. The points
represent, from left to right, the Borexino pp, 7Be, pep, and 8B data (red points) and the SNO+SK
8B data (black point). The three Borexino 8B data points correspond, from left to right, to the
low-energy (LE) range, LE+HE range, and the high-energy (HE) range. The electron neutrino
survival probabilities from experimental points are determined using a high metalliticy SSM from
Ref. [57]. The error bars represent the ±1‡ experimental + theoretical uncertainties. The curve
corresponds to the ±1‡ prediction of the MSW-LMA solution using the parameter values given
in [65]. This figure is provided by A. Ianni.

Sasso, Italy, detects solar neutrino via ‹-e scattering in real time with a low energy threshold.
The Borexino detector consists of 300 t of ultra-pure liquid scintillator, which achieved 0.19 MeV of
energy threshold and 5% energy resolution at 1 MeV. Borexino reported the first real time detection
of 7Be solar neutrinos [66]. They also measured the fluxes of pep [67] and pp neutrino [68] for the
first time. Together with 8B [69] neutrino measurement, Borexino provides important data to study
the MSW e�ect. The KamLAND experiment also measured 8B [70] and 7Be [71] solar neutrinos.
Figure 14.3 shows the survival probability of solar ‹e as a function of neutrino energy. The data
points are from the Borexino results [72, 73] except the SNO+SK 8B data. The theoretical curve
shows the prediction of the MSW-LMA solution. All the data shown in this plot are consistent
with the theoretically calculated curve. This indicates that these solar neutrino measurements are
consistent with the MSW-LMA solution of the solar neutrino problem.

The matter e�ects can also be relevant to the propagation of solar neutrinos through the Earth.
Because solar neutrinos go through the Earth before interaction in the detector during the night-
time, a comparison of measured event rate between daytime and nighttime provides a clean and
direct test of matter e�ects on neutrino oscillations. Super-Kamiokande reported the first indica-
tion of the day/night asymmetry in 8B solar neutrinos [74]. The measured asymmetry, defined as
the di�erence of the average day rate and average night rate divided by the average of those two
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Figure 1.4 – Solar (νe) neutrino survival probability with respect to the neutrino energy.
The Borexino solar neutrino measurements of pp, 7Be, pep and 8B as shown in red points.
The SNO+SK 8B data corresponds to the black point. The band is the MSW-LMA (large
mixing angle) 1σ prediction. Taken from [58].
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1.4.2 Atmospheric Neutrino Oscillations

Atmospheric neutrinos are created by cosmic rays (mostly protons) interacting with
nuclei in the earth’s atmosphere then the secondary particles (charged pions and kaons)
decaying in flight. The chain decay of charged pions is the main channel for the atmo-
spheric neutrino production, expressed as:

π± → µ± + νµ/νµ

µ± → e± + νe/νe + νµ/νµ. (1.24)

Atmospheric Neutrino Anomaly

According to the atmospheric neutrino production processes, the muon-type neutri-
nos (νµ and νµ) were expected roughly to be twice more than the electron-type neutrinos
(νe and νe). However the Kamiokande [59] and IMB (Irvine-Michigan-Brookhaven) [60]
water Cherenkov experiments observed a large deficit (about 40% in average) of muon
neutrinos, as the following ratio:

Rdataprediction =
[(νµ + νµ)/(νe + νe)]

data

[(νµ + νµ)/(νe + νe)]prediction
∼ 0.6. (1.25)

where the prediction means the expected muon-type neutrinos and electron-type
neutrinos in the absence of neutrino oscillations. This was known as the atmospheric
neutrino anomaly.

Super-Kamiokande Experiment

The atmospheric neutrino anomaly was not solved until the Super-Kamiokande (Super-
K) water Cherenkov experiment. In 1998, the Super-K collaboration gave the first com-
pelling evidence of neutrino oscillation in atmospheric neutrinos [26].

The Super-K experiment measured the zenith angle dependence of the atmospheric
neutrino deficit as shown in Fig.1.5. The zenith angle, corresponding to the direction
of the incoming neutrino, contains the information of the flight distance (baseline) from
the neutrino creation place to the detector. The baseline (L) dependence (i.e. zenith
angle dependence), as well as the energy (E) dependence are the characteristics allowing
an unambiguous identification of the neutrino oscillations.

Super-K concluded that the atmospheric neutrino anomaly is due to the neutrino
oscillation, as all other alternative models were ruled out with higher precision data. The
other two atmospheric neutrino experiments, MACRO [61] and Soudan-2 [62] confirmed
Super-K’s results with consistent observations.

Due to the fact that no deficit of electron-type neutrinos was observed, the muon-type
neutrino deficit indicates the oscillation is mainly the νµ → ντ . Later on, the Super-K
collaboration carried out a dedicated L/E analysis, as shown in Fig.1.6. The observed
dip in the L/E analysis favored strongly the νµ → ντ oscillation compared to the neu-
trino decay and neutrino decoherence [63]. Furthermore, the Super-K has measured the
statistical appearance of ντ in the atmospheric neutrino data with 4.6σ significance [64].
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Figure 14.4: The zenith angle distributions of Super-Kamiokande atmospheric neutrino events.
Fully contained 1-ring e-like and µ-like events with visible energy < 1.33 GeV (sub-GeV) and >
1.33 GeV (multi-GeV), as well as upward stopping and upward stopping µ samples are shown.
Partially contained (PC) events are combined with multi-GeV µ-like events. The blue histograms
show the non-oscillated Monte Carlo events, and the red histograms show the best-fit expectations
for ‹µ-‹· oscillations. (This figure is provided by the Super-Kamiokande Collaboration)

measurements by Super-Kamiokande and long-baseline experiments.
There are several projects for atmospheric neutrino observations either proposed or under prepa-

ration. The atmospheric neutrino observation program is included in the plans for future neutrino
telescopes, ORCA in the second phase of KM3NeT project [99] in the Mediterranean Sea, and
PINGU in the upgrade of IceCube [100]. In India, a 50 kt magnetized iron tracking calorimeter
ICAL is planned at the INO [101]. Future large underground detectors, Hyper-Kamiokande in
Japan [102] and DUNE in US [103] can also study the atmospheric neutrinos.

14.6.3 Accelerator Neutrinos
14.6.3.1 Accelerator neutrino beams

A comprehensive description of the accelerator neutrino beams is found in [104]. Conventional
neutrino beams from accelerators are produced by colliding high energy protons onto a target,
producing fi and K which then decay into neutrinos, and stopping undecayed mesons and muons in
the beam dump and soil. Because pions are the most abundant product in the high energy collisions,
a conventional neutrino beam contains dominantly muon-type neutrinos (or antineutrinos).

Focusing devices called magnetic horns are used to concentrate the neutrino beam flux towards
the desired direction. A magnetic horn is a pulsed electromagnet with toroidal magnetic fields to
focus charged particles that are parents of neutrinos. One can choose the dominant component of
the beam to be either neutrinos or antineutrinos by selecting the direction of current in the magnetic
horns. Even with the focusing with horns, wrong sign neutrinos contaminate in the beam. Also,
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Figure 1.5 – The zenith angle distributions of atmospheric neutrino events in the Super-
Kamiokande observation. Fully contained 1-ring e-like (electron-type neutrino) and µ-
like (muon-type neutrino) events for sub-GeV (<1.33 GeV) and multi-GeV( >1.33 GeV)
energies are shown. The upward stopping and upward through µ samples are also pre-
sented. Partially contained events are combined with multi-GeV µ-like events. The blue
histograms show the non-oscillated expectation, and the red histograms show the best
fit for νµ − ντ oscillation. Taken from [58].
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FIG. 3: Number of events as a function of L/E for the data
(points) and the atmospheric neutrino MC events without os-
cillations (histogram). The MC is normalized by the detector
live-time.
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FIG. 4: Ratio of the data to the MC events without neutrino
oscillation (points) as a function of the reconstructed L/E
together with the best-fit expectation for 2-flavor νµ ↔ ντ

oscillations (solid line). The error bars are statistical only.
Also shown are the best-fit expectation for neutrino decay
(dashed line) and neutrino decoherence (dotted line).

Finally, the L/E plot was made using FC single-ring e-
like events. The e-like distribution was consistent with
flat over the whole L/E range. Thus we are confident
that the observed dip is not due to systematic effects in
the event selection.

The data/prediction at large L/E in Fig. 4 shows a
slight rise from the expected flat distribution. We have
studied possible causes of this deviation, and concluded
that an energy-dependent systematic effects, such as the
predicted neutrino interaction cross section, are the main
sources of the non-flatness. The best-fit L/E distribu-

tion for oscillations, allowing systematic terms to vary
within the estimated uncertainty (as described below),
also shows this rise with respect to no-oscillation predic-
tion, as seen in the curves overlaid in Fig. 4. The rise at
large L/E is consistent with the data.

The observed L/E distribution was fit assuming νµ ↔
ντ oscillations. The L/E distribution was divided into
43 bins from log(L/E) = 0.0 to 4.3 . The likelihood of
the fit and the χ2 were defined as:

L(Nprd, Nobs) =

43∏

i=1

exp (−Nprd
i )(Nprd

i )Nobs
i

Nobs
i !

×
24∏

j=1

exp

(
−

ϵ2j
2σ2

j

)
, (2)

Nprd
i = N0

i · P (νµ → νµ) · (1 +

25∑

j=1

f i
j · ϵj), (3)

χ2 ≡ −2 ln

(L(Nprd, Nobs)

L(Nobs, Nobs)

)
, (4)

where Nobs
i is the number of the observed events in the

i-th bin and Nprd
i is the number of predicted events, in

which neutrino oscillation and systematic uncertainties
are considered. N0

i is the MC predicted number of events
without oscillation for the i-th bin. Various systematic
uncertainties are represented by 25 parameters ϵj, which
include 7 uncertainty parameters from the flux calcula-
tion (among these, absolute normalization is treated as
a free parameter), 3 from the detector calibration and
background, 2 from the data reduction, 5 from the event
reconstruction, and 8 from the neutrino interaction sim-
ulation. A more detailed description of the systematic
error terms can be found in Ref. [16]. The second term
in the likelihood definition represents the contributions
from the systematic errors, where σj is the estimated un-
certainty in the parameter ϵj . The fractional effect of
systematic error term ϵj on the i-th bin is given by f i

j .

A scan was carried out on a (sin2 2θ, log ∆m2) grid,
minimizing χ2 by optimizing the systematic error param-
eters at each point. The minimum χ2 was 37.9/40DOF
at (sin2 2θ, ∆m2) = (1.00, 2.4 × 10−3 eV2). Including
unphysical parameter region (sin2 2θ > 1), the best-fit
was obtained at (sin2 2θ, ∆m2) = (1.02, 2.4 × 10−3 eV2),
in which the minimum χ2 was 0.12 lower than that in
the physical region. Figure 5 shows the contour plot of
the allowed oscillation parameter regions. Three con-
tours correspond to the 68%, 90% and 99% confidence
level (C.L.) allowed regions, which are defined to be
χ2 = χ2

min+ 2.48, 4.83, and 9.43, respectively, where
χ2

min is the minimum χ2 in the physical region. These in-
tervals are derived based on a two dimensional extension
of the method described in Ref. [17]. The 90% C.L. al-
lowed parameter region was obtained as 1.9×10−3 eV2 <
∆m2 < 3.0 × 10−3 eV2 and sin2 2θ > 0.90. The result

Figure 1.6 – Super-Kamiokande atmospheric neutrino L/E analysis. The ratio of the
data to the no-oscillated prediction is shown as a function of the L/E. The best fit for
two flavor νµ − ντ oscillation is shown in solid black line. The dashed blue and dotted
red lines represent the best fit for neutrino decay and neutrino decoherence respectively,
which were ruled out as the main cause of today’s neutrino disappearance. However, such
phenomena may still manifest in a sub-dominant amplitude, for which no experimental
evidence stands yet. Taken from [63].
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θ23 and |∆m2
32|

Through the atmospheric neutrino observations, the oscillation parameters of θ23

and ∆m2
32 can be extracted. For example, the Super-K reported their latest results at

Neutrino 2020 as |∆m2
32| = 2.40+0.11

−0.12 and sin2 θ23 = 0.44+0.05
−0.02, if ∆m2

32 > 0 [65], as
shown in Fig.1.7. The neutrino telescopes such as ANTARES [66] and IceCube [67] can
also observe the atmospheric neutrino oscillation, and the IceCube-DeepCore measured
the θ23 and |∆m2

32| [68] with a similar precision compared to Super-K, also as shown in
Fig.1.7.

However, the sensitivity of the current experiments can not determine the sign of
∆m2

32, remaining as the unknown neutrino mass ordering (MO), and also leave two
octant possibilities for θ23, i.e. θ23 < π/4 or θ23 > π/4, to be resolved.
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Figure 1.7 – 2σ confidence level region of θ23 and ∆m2
31(2) for NMO (upper panel) and

IMO (lower panel) with the latest results by 2020. Both appearance and disappearance
data are used for the LBνB experiments: MINOS (green), NOvA (dark redwood) and
T2K (red). The atmospheric neutrino results are also shown for DeepCore (orange) and
Super-Kamiokande (light brown). The combination of all of the results above is shown
as the dark grey region with the NuFit 5.0 global analysis. Taken from [69].
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1.4.3 Long Baseline Neutrino Beam Experiments

The accelerator neutrino beam is dominantly produced via the pion decay where the
pions are the product of the protons colliding with a target:

p+A→ π± +X

π± → µ± + νµ/νµ. (1.26)

The neutrino beam contains mainly νµ and νµ with a typical energy at GeV level. It
is appropriate to use this kind of neutrino beam for the study of muon-type neutrino
oscillations, such as νµ → νµ disappearance, νµ → νe appearance and νµ → ντ appear-
ance, with a baseline of several hundred kilometers, namely long baseline neutrino beam
(LBνB) experiments.

For the purpose of reducing the systematic uncertainties originating from the neutrino
beam flux and neutrino-nucleus interactions, a lot of LBνB experiments use near and
far two (or two sets of) detectors. The near detector is used to obtain the information
about the neutrino beam flux, the energy spectrum and the interaction cross sections
which are the input for predicting the observation at the far detector. The near detector
techniques helps mainly the disappearance channel1 .

The LBνB experiments can be categorized into three generations according to the
running status: LBνB-I (past), LBνB-II (running) and LBνB-III (future). Only LBνB-I
and LBνB-II experiments are discussed in this section, the future LBνB-III experiments
will be discussed in Sec.1.5.

LBνB-I

The main goal of LBνB-I experiments was to confirm the existence of neutrino oscil-
lation via both disappearance and also appearance channels.

The K2K (KEK to Kamioka) was the first LBνB experiment [70]. The νµ beam with
an average energy of 1.3 GeV was produced at KEK proton synchrotron and was directed
towards the Super-K detector with a baseline of ∼250 km. The near detector was located
about 300 m downstream of the beam source. It measured the νµ → νµ disappearance
with the consistent results compared to the atmospheric neutrino measurement [71].

The MINOS (Main Injector Neutrino Oscillation Search) experiment measured the
νµ → νµ and νµ → νµ disappearances separately [72] and also νµ → νe appearance
[73]. Its far detector is located in Soudan mine with 735 km baseline and the near
detector is about 1 km from the source. The neutrino beam came from NuMI at Fermilab
with the peak energy around 3 GeV. Then it was upgraded to MINOS+ with the peak
energy around 7 GeV. The oscillation parameters, θ23 and |∆m2

32| measured by MINOS
and MINOS+ are consistent with the results of the atmospheric neutrino experiments
as shown in Fig.1.7, and the final results reported at Neutrino 2020 can be found in
Ref.[74, 75]. Since the νµ → νµ and νµ → νµ are CPT inverted processes each other, the
MINOS has tested and ensured the CPT invariance with a few percent precision [76, 77].

The OPERA experiment measured the νµ → ντ appearance by sending the beam
with the mean energy of 17 GeV from CERN to the Gran Sasso laboratory with 732 km
baseline [78]. The beam energy was chosen such that νµ → ντ appearance could happen.
It confirmed νµ → ντ oscillation with 6.1σ significance [79].

1. The appearance channels demand other additional consideration for the better control of system-
atics.
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LBνB-II

The LBνB-II experiments are built to extract more precise neutrino oscillation in-
formation, including θ23, |∆m2

32|, and also to investigate θ13, the sign of ∆m2
32 and δCP .

The T2K experiment, as the successor of K2K, started operation in 2010 [80]. The
beam produced by J-PARK proton synchrotron is sent to the Super-K water Cherenkov
detector with a baseline of 295 km, and the near detectors are located about 280 m
from the beam source. It employs, for the first time, the off-axis neutrino beam in order
to obtain a narrow energy range. The off-axis angle is about 2.5◦ obtaining the peak
neutrino energy at 0.6 GeV.

The T2K experiment has measured θ23 and |∆m2
32| with a few percent precision

dominantly through the muon neutrino disappearance channel1, as shown with latest
results [81] in Fig.1.7. Through the νµ → νe appearance channel, T2K first reported an
indication of non-zero θ13 [29], then confirmed the non-zero θ13 observation [82] which
was first established by reactor neutrino experiments as will be discussed in the next
section. By combining the neutrino and antineutrino observation, T2K has reported
a first indication of CP violation close to 3σ level to rule out CP-conserving solution
[81, 83]. The T2K favored region of δCP is shown in Fig.1.8, made by the NuFit group
by making use the latest data in 2020.

The NOvA experiment [84] starting from 2014 uses also an off-axis configuration
(about 14.6 mrad off-axis) with the NuMI neutrino beam at Fermilab. The far detector
is a 14 kt segmented liquid scintillator detector located in Minnesota, about 810 km
away from the source, and the near detector is located around 1 km from the source.
The neutrino energy spectrum is peaked around 2 GeV at the far detector

Similar to T2K, NOvA has measured θ23 and |∆m2
32| with a few percent precision, as

shown with the latest results in Fig.1.7 and it favors the NMO by close to 2σ significance
[85], NOvA also reported its favored δCP region for both orderings, and the latest results
from Neutrino 2020 can be found in Ref.[86]. Fig.1.8 shows the NOvA favored δCP in
comparison with the T2K result.
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The two-dimensional regions for T2K and NOvA in the (δCP, sin2 θ23) plane for fixed

θ13 are shown in figure 3. The better consistency for IO is apparent, while we stress that

even for NO the 1σ regions touch each other, indicating that also in this case the two

experiments are statistically consistent. We are going to quantify this later in section 2.3.

2.2 Accelerator versus reactor

In the previous section we have discussed the status of the hints on CP violation and

neutrino mass ordering in the latest LBL data. In the context of 3ν mixing the relevant

oscillation probabilities for the LBL accelerator experiments depend also on θ13 which is

most precisely determined from reactor experiments (and on the θ12 and ∆m2
21 parameters

which are independently well constrained by solar and KamLAND data). So in our discus-

sion, and also to construct the χ2 curves and regions shown in figures 2, 3, and 4 for T2K,

NOvA, Minos, and the LBL-combination, those parameters are fixed to their current best

fit values. Given the present precision in the determination of θ13 this yields very similar

results to marginalize with respect to θ13, taking into account the information from reactor

data by adding a Gaussian penalty term to the corresponding χ2
LBL.

Let us stress that such procedure is not the same as making a combined analysis of

LBL and reactor data, compare for instance the blue solid versus black/blue dashed curves

in figure 2. This is so because relevant additional information on the mass ordering can be

obtained from the comparison of νµ and νe disappearance spectral data [22, 23]. In brief, the

relevant disappearance probabilities are approximately symmetric with respect to the sign

of two effective mass-squared differences, usually denoted as ∆m2
µµ and ∆m2

ee, respectively.

They are two different linear combinations of ∆m2
31 an ∆m2

32. Consequently, the precise

determination of the oscillation frequencies in νµ and νe disappearance experiments, yields

– 6 –

Figure 1.8 – 1σ and 2σ allowed regions of δCP and sin2 θ23 for T2K (red shading) and
NOvA (blue shading). The combination between T2K and NOvA is shown as the black
curves. Taken from NuFit 5.0 [56].

1. T2K and NOvA now respectively use the combined analysis of disappearance and appearance
channels as well as the combined neutrino and antineutinos observations.
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1.4.4 Reactor Neutrino Oscillation

Nuclear reactors are powerful sources of electron anti-neutrinos (νe). The unsta-
ble fragments of nuclear fission go through a cascade of beta decays, emitting νe with
typically a few MeV energy. Generically the beta decay can be expressed as:

A
ZX → A

Z+1Y + e− + νe, (1.27)

where A and Z are the mass number and atomic number of the decaying nucleus,
and X and Y are the initial and final elements.

The study of reactor neutrino oscillation is performed via the νe → νe disappearance
channel. The liquid scintillator (LS) is commonly used for the reactor νe detection via the
inverse beta decay (IBD) reaction. The reactor neutrino experiments have contributed
to the discoveries of both the (θ12, ∆m2

21) driven oscillation and (θ13, ∆m2
32) driven

oscillation, as well as the neutrino discovery dating back to the 1950’s.

KamLAND

The KamLAND (Kamioka Liquid Scintillator Antineutrino Detector) experiment is
based on 1,000 tons LS to detect reactor νe with an average baseline of 180 km. In 2002,
KamLAND reported its first results with the evidence for reactor νe disappearance at
the 99.95% confidence level and confirmed the Large Mixing Angle (LMA) solution to
the solar neutrino anomaly [28]. KamLAND observed a clear oscillatory feature in the
ratio of the observed reactor νe L/E spectrum to the no-oscillation expectation [87],
which allows the most precise measurement of ∆m2

21 to date, as shown in Fig.1.9.
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Figure 5. Left: allowed parameter regions (at 1σ, 90%, 2σ, 99%, and 3σ CL for 2 dof) from

the combined analysis of solar data for GS98 model (full regions with best fit marked by black

star) and AGSS09 model (dashed void contours with best fit marked by a white dot), and for the

analysis of KamLAND data (solid green contours with best fit marked by a green star) for fixed

sin2 θ13 = 0.0224 (θ13 = 8.6). We also show as orange contours the previous results of the global

analysis for the GS98 model in ref. . [2]. Right: ∆χ2 dependence on ∆m2
21 for the same four

analyses after marginalizing over θ12.

asymmetry

AD/N,SK4-2970 = (−2.1 ± 1.1)% . (3.2)

We show in figure 5 the present determination of these parameters from the global solar

analysis in comparison with that of KamLAND data. The results of the solar neutrino

analysis are shown for the two latest versions of the Standard Solar Model, namely the

GS98 and the AGSS09 models [29] obtained with two different determinations of the solar

abundances [30]. For sake of comparison we also show the corresponding results of the

solar analysis with the pre-Neutrino2020 data [2].

As seen in the figure, with the new data the tension between the best fit ∆m2
21 of

KamLAND and that of the solar results has decreased. Quantitatively we now find that

the best fit ∆m2
21 of KamLAND lies at ∆χ2

solar = 1.3 (1.14σ) in the analysis with the

GS98 fluxes. This decrease in the tension is due to both, the smaller day-night asymmetry

(which lowers ∆χ2
solar of the best fit ∆m2

21 of KamLAND by 2.4 units) and the slightly more

pronounced turn-up in the low energy part of the spectrum which lowers it one extra unit.

4 Global fit results

Finally we present a selection of the results of our global analysis NuFIT 5.0 using data

available up to July 2020 (see appendix A for the complete list of the used data including
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FIG. 4: Allowed regions projected in the (tan2 θ12, ∆m2
21) plane,

for solar and KamLAND data from the three-flavor oscillation anal-
ysis for (a) θ13 free and (b) θ13 constrained by accelerator and short-
baseline reactor neutrino experiments. The shaded regions are from
the combined analysis of the solar and KamLAND data. The side
panels show the ∆χ2-profiles projected onto the tan2 θ12 and ∆m2

21

axes.

by term (iv). Table II summarizes the systematic uncertainties
on ∆m2

21 and the expected event rate of reactor νe’s. The
overall rate uncertainties for Period 1 and for Periods 2 and 3
are 3.5% and 4.0%, respectively. Systematic uncertainties
are conservatively treated as being fully correlated across all
data taking periods. The penalty term (v) optionally provides
a constraint on the neutrino oscillation parameters from so-
lar [27–31], accelerator (T2K [6], MINOS [7]), and short-
baseline reactor neutrino experiments (Double Chooz [8],
Daya Bay [9], RENO [10]).
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Figure 2 plots the time variation for the rates of reactor νe’s,
geo νe’s, and backgrounds for the three data taking periods,
assuming the best-fit oscillation parameters, and geo νe fluxes
from the reference model of [17]. Also drawn are the correla-
tions between the measured and expected best-fit event rates,
which should fit to a line with unit slope and zero offset in the
absence of geo νe’s. The vertical displacement of the trend
for events below 2.6 MeV is attributed to the contribution of
geo νe’s.

Figure 3 shows the prompt energy spectra of νe candidate
events for each period. The reduction of the 13C(α, n)16O
background in Period 2 and of reactor νe’s in Period 3 can
clearly be seen. For the three-flavor KamLAND-only anal-
ysis (χ2

osci = 0), the fit oscillation parameter values are
∆m2

21 = 7.54+0.19
−0.18 × 10−5 eV2, tan2 θ12 = 0.481+0.092

−0.080,
and sin2 θ13 = 0.010+0.033

−0.034. The contours are nearly symmet-
ric about tan2 θ12 = 1, but the best-fit values for tan2 θ12 > 1
are slightly disfavored over those for tan2 θ12 < 1, with
∆χ2 = 0.8. Assuming CPT invariance, the oscillation pa-
rameter values from a combined analysis including constraints

TABLE II: Contributions to the systematic uncertainty in the neutrino
oscillation parameters ∆m2

21, θ12, and θ13 for the earlier / later pe-
riods of measurement, denoted in the text as Period 1 / Period 2 & 3.
The overall uncertainties are 3.5% / 4.0% for Period 1 / Period 2 & 3.

Detector-related (%) Reactor-related (%)
∆m2

21 Energy scale 1.8 / 1.8 νe-spectra [32] 0.6 / 0.6

Rate Fiducial volume 1.8 / 2.5 νe-spectra [24] 1.4 / 1.4
Energy scale 1.1 / 1.3 Reactor power 2.1 / 2.1
Lcut(Ep) eff. 0.7 / 0.8 Fuel composition 1.0 / 1.0
Cross section 0.2 / 0.2 Long-lived nuclei 0.3 / 0.4
Total 2.3 / 3.0 Total 2.7 / 2.8

KamLAND

GS98

AGS09

GS98 (NuFIT 4.1)


Figure 1.9 – Left: The ratio of the observed reactor νe L/E spectrum to the expectation
in absence of neutrino oscillation at KamLAND. A clear oscillation pattern can be seen.
Taken from [87]. Right: Allowed θ12 and ∆m2

21 regions (at 1σ, 90%, 2σ, 99%, and 3σ
C.L.) for KamLAND data (Green) and solar neutrino data. The solar neutrino data is
shown as the results of the NuFit 5.0 combined analysis for the GS98 model (full color
regions with best fit as a black star) and the AGSS09 model (dashed black contours with
best fit as a white dot). The results from NuFit 4.1 [88] for the GS98 model are shown
as the orange contours. Taken from [56].



Chapter 1. Introduction to Neutrino Physics 20

The combination of the SNO solar neutrino fluxes and the KamLAND oscillatory sig-
nature implies the unambiguous demonstration that only neutrino oscillation can explain
the solar anomaly.

In the three neutrino analysis, the KamLAND data indicates the oscillation param-
eters as [87]: tan2 θ12 = 0.481+0.092

−0.080 ∆m2
21 = 7.54+0.19

−0.18 × 10−5eV 2, which are shown in
Fig.1.9 in comparison with the results of the solar neutrino experiments.

Reactor θ13 Experiments

In 1990’s, the CHOOZ [89, 90] and Palo Verde [91] experiments1, searched for reactor
neutrino oscillations in the range of 10−3 < ∆m2 < 10−2eV 2 with a baseline about ∼1
km. They could not find an evidence for reactor neutrino oscillation and set a limit on
the relevant mixing angle about sin2 2θ < 0.1 at 90% confidence level.

After the discovery and confirmation of neutrino oscillations by various experiments
including atmospheric, solar, accelerator, and reactor neutrino (KamLAND) experi-
ments, the measurement of the unknown θ13 became the next target. The Daya Bay,
Double Chooz and RENO are the three reactor neutrino experiments being able to mea-
sure θ13 with the sensitivity better than the limit set by CHOOZ and Palo Verde. These
three experiments are all based on the gadolinium-loaded liquid scintillator, and they all
have one or several near (0.3∼0.6 km baseline) and far (1∼1.7 km) detectors. In 2012,
Double Chooz reported an indication of reactor νe disappearance excluding the no θ13

oscillation at 94.6% C.L. [31]; Daya Bay reported a non-zero θ13 with 5.2σ significance
[30]; RENO reported a non-zero θ13 with 4.9σ significance [32]. Thus the non-zero θ13

was established.
While measuring θ13, all these three experiments observed an excess in the reactor

νe spectrum at ∼5 MeV region, and its origin is still unknown [92, 93, 94]. Nevertheless,
these three experiments all employed the comparison of the measured spectra between
the near and far detectors through which the "5 MeV excess" could be canceled out, thus
the θ13 measurement was protected.

The latest θ13 measurements from these three experiments by Neutrino 2020 con-
ference are shown in Fig.1.10. Besides the θ13, Daya Bay and RENO also provided a
precise measurement of |∆m2

32|, and the precision of Daya Bay is around 3% [95] being
competitive to the precision of the present LBνB experiments. Double Chooz is less
sensitive to ∆m2

32 due to its shorter baseline configuration. The measurement of θ13 is
considered beyond today’s ability to improve and it is therefore a key input to all present
and future experiments.

1.4.5 Present Knowledge of Neutrino Oscillations

As just briefly reviewed in this section, since the neutrino oscillation discovery, an
enormous knowledge of the neutrino oscillations has been accumulated. The neutrino
oscillations based on the three neutrino framework has been well established. The state
of the art knowledge of the oscillation parameters is summarized in Tab.1.1, according
to the NuFit 5.0 global analysis2.

1. Actually, these expeirments were mainly designed to validate the finding of the Kamioka experi-
ments by discarding the complementary oscillation mode.

2. Other global analysis exist in Ref.[96, 97] providing generally consistent results.
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The reconstructed prompt energy spectrum observed in
the far site is shown in Fig. 3, as well as the best-fit
predictions. The 68.3%, 95.5%, and 99.7% C.L. allowed
regions in the Δm2

ee − sin2 2θ13 plane are shown in Fig. 4.

In summary, new measurements of sin2 2θ13 and Δm2
ee

are obtained with 1958 days of data and reduced systematic
uncertainties. This is the most precise measurement of
sin2 2θ13, and the precision of Δm2

32 is comparable to that
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Figure 1.10 – The θ13 measurements from Daya Bay (a), Double Chooz (b) and RENO
(c). The three experiments all observed respectively a deficit in the energy spectrum at
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all have a clear distortion revealing the θ13 driven neutrino oscillation. The latest results
by Neutrino 2020 for Daya Bay [95], Double Chooz [98] and RENO [99] are shown.
(d): 2σ confidence level region of θ13 and ∆m2

31(2) for Daya Bay (pink), Double Chooz
(magenta), RENO (violet), and their combination (black regions). The upper panel is
for the NMO and lower panel is for the IMO. (d) is taken from NuFit 5.0 [69].
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Normal Ordering (best fit) Inverted Ordering (∆χ2 = 2.7)

bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.304+0.013
−0.012 0.269→ 0.343 0.304+0.013

−0.012 0.269→ 0.343

θ12/
◦ 33.44+0.78

−0.75 31.27→ 35.86 33.45+0.78
−0.75 31.27→ 35.87

sin2 θ23 0.570+0.018
−0.024 0.407→ 0.618 0.575+0.017

−0.021 0.411→ 0.621

θ23/
◦ 49.0+1.1

−1.4 39.6→ 51.8 49.3+1.0
−1.2 39.9→ 52.0

sin2 θ13 0.02221+0.00068
−0.00062 0.02034→ 0.02430 0.02240+0.00062

−0.00062 0.02053→ 0.02436

θ13/
◦ 8.57+0.13

−0.12 8.20→ 8.97 8.61+0.12
−0.12 8.24→ 8.98

δCP/
◦ 195+51

−25 107→ 403 286+27
−32 192→ 360

∆m2
21

10−5 eV2 7.42+0.21
−0.20 6.82→ 8.04 7.42+0.21

−0.20 6.82→ 8.04

∆m2
3`

10−3 eV2 +2.514+0.028
−0.027 +2.431→ +2.598 −2.497+0.028

−0.028 −2.583→ −2.412
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Normal Ordering (best fit) Inverted Ordering (∆χ2 = 7.1)

bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.304+0.012
−0.012 0.269→ 0.343 0.304+0.013

−0.012 0.269→ 0.343

θ12/
◦ 33.44+0.77

−0.74 31.27→ 35.86 33.45+0.78
−0.75 31.27→ 35.87

sin2 θ23 0.573+0.016
−0.020 0.415→ 0.616 0.575+0.016

−0.019 0.419→ 0.617

θ23/
◦ 49.2+0.9

−1.2 40.1→ 51.7 49.3+0.9
−1.1 40.3→ 51.8

sin2 θ13 0.02219+0.00062
−0.00063 0.02032→ 0.02410 0.02238+0.00063

−0.00062 0.02052→ 0.02428

θ13/
◦ 8.57+0.12

−0.12 8.20→ 8.93 8.60+0.12
−0.12 8.24→ 8.96

δCP/
◦ 197+27

−24 120→ 369 282+26
−30 193→ 352

∆m2
21

10−5 eV2 7.42+0.21
−0.20 6.82→ 8.04 7.42+0.21

−0.20 6.82→ 8.04

∆m2
3`

10−3 eV2 +2.517+0.026
−0.028 +2.435→ +2.598 −2.498+0.028

−0.028 −2.581→ −2.414

Table 1.1 – NuFit 5.0 global analysis of the neutrino oscillation parameters in the three
neutrino framework. The upper (lower) section corresponds to the results obtained
without (with) the inclusion of the Super-Kamiokande atmospheric data. The oscillation
parameters are obtained by assuming the NMO or the IMO. ∆m2

3l represents ∆m2
31 for

the NMO and ∆m2
32 for the IMO. Taken from [56].
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1.5 Outlook

Despite the tremendous progress made in neutrino physics, particularly in neutrino
oscillations, in recent decades, neutrinos still leave some open questions about their
fundamental properties. This section will briefly review some critical open questions and
future experimental effort.

Neutrino Mass Ordering

As mentioned previously, the mass ordering of m1 and m2 has been established
as m1 < m2 thanks to the solar neutrino observations. However, whether m3 is the
heaviest or lightest one among three neutrinos remains unknown as the unsolved neutrino
mass ordering (MO) illustrated in Fig.1.11. It leaves two possibilities, namely normal
MO : m1 < m2 < m3 (NMO) and inverted MO : m3 < m1 < m2 (IMO). The MO
determination is important for some physics topics such as the absolute neutrino mass
scale, the neutrinoless double beta decay and the CP violation, which will be discussed
in Sec.2.1.1.

There are various future efforts towards the MO determination including mainly
three approaches 1.) medium baseline reactor neutrino experiment, i.e. JUNO [100],
2.) long baseline neutrino beam experiments, e.g. NOvA with increased statistics and
DUNE [101], 3) atmospheric neutrino based experiments, e.g. ORCA [102], PINGU
[103], Hyper-Kamiokande [104] and INO [105]. In addition, the complementarity among
different approaches provides synergic effects to enhance the MO resolution as it will be
discussed in Chapter 8.

Normal Inverted

Figure 1.11 – Illustration of the neutrino MO and unknown absolute mass scale. The
squared neutrino masses are shown for both the NMO (left) and IMO (right). The flavor
compositions of the mass eigenstates are represented in color. The absolute neutrino
mass scale is unknown. Taken from [106]
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CP Violation

The charge-conjugation and parity (CP) is the symmetry between the particle and
the antiparticle with mirror spatial coordinates. This implies whether particle and anti-
particles behave identically or not. The CP violation was observed in the baryon sector
[107]. However, in the lepton sector, whether CP symmetry is conserved or violated is
not yet fully resolved. Under the assumption of CPT conservation, generally a building
block for theory construction, CP violation can also be explored by the complementary
channel of T symmetry violation. However, this channel is currently not competitive in
precision.

The long baseline neutrino beam (LBνB) experiments are suitable to investigate the
lepton CP violation through the measurement of δCP phase via the muon neutrino to
electron neutrino appearance. Although the present T2K data indicates a non-zero δCP
close to 3σ significance, a resolved lepton CP violation is still requisite. If CP symmetry
violates, a precise measurement of δCP is needed.

T2K and NOvA will continue increasing their statistics, thus contributing to the δCP
measurement. The future LBνB-III, i.e. DUNE [101] and Hyper-K [104], with higher
δCP resolution will likely resolve the lepton CP violation.

Beyond Neutrino Oscillations

Apart from the unresolved MO and CP violation, there are several other open ques-
tions regarding the fundamental properties of neutrinos. Some critical questions are
listed as follows:

— Dirac or Majorana neutrino. The Dirac particle means the particle is different
from its antiparticle, while the Majorana particle means the particle is its own
antiparticle. Even though all the fermions except neutrinos in the SM are known
to be Dirac particles, whether neutrinos are Dirac or Majorana particles has not
yet been determined. The neutrinoless double beta decay (0νββ) can be used to
test if neutrinos are Majorana particles or not, because this process can only occur
in case of Majorana neutrinos [108], expressed as:

(A,Z)→ (A,Z + 2) + 2e−. (1.28)

The experimental observable of the 0νββ is its half-life T 0ν
1/2. There are 35 isotopes

for double beta decay, and the commonly used ones are 48Ga, 76Ge, 82Se, 100Mo,
130Te, 136Xe, 150Nd, etc. [109]. The current best limit of the 0νββ half-life comes
from KamLAND-Zen liquid scintillator experiment with 136Xe isotope, and it set
a bound of T 0ν

1/2 > 1.07 × 1026 year (90% C.L.) [110]. Various current and future
experiments using different isotopes and different experimental techniques continue
studying this challenging topic, a review article can be found in Ref.[109].

— Absolute Neutrino Mass Scale. Even though neutrino oscillation has proved
that neutrinos are massive, this phenomenon is not sensitive to the absolute neu-
trino mass. One of the best way to search for neutrino mass is through the kine-
matics of tritium β decay:

3H →3 He+ e− + νe. (1.29)

The neutrino mass can be investigated through the end point of the e− spectrum.
The current best limit of the neutrino mass is set by KATRIN experiment [111] as:
meff
νe <1.1 eV. The future sensitivity of KATRIN is estimated to be ∼0.2 eV. There

are also several experiments using 163Ho decay kinematics to probe the neutrino
mass, such as: ECHo [112], HOLMES [113], and NuMECS [114].
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Another possible way to search for neutrino mass is via the 0νββ. The pre-
viously mentioned 0νββ observable T 0ν

1/2 can be interpreted as an effective Ma-
jorana neutrino mass 〈mββ〉. The current best limits from KamLAND-Zen is
〈mββ〉 < 61 ∼ 165meV [110].

— Sterile Neutrinos. There are several anomalies observed by the LSND experi-
ment [115], MiniBooNE experiment [116] , Gallium solar neutrino experiments [117]
and reactor neutrino experiments [118]. These anomalies can not be explained in
the three neutrino framework, but may be explained if additional neutrinos (sterile
neutrinos) at eV scale exist. However, to probe whether sterile neutrinos exist or
not needs more effort, some comprehensive reviews of this field are in Ref.[119, 120].
The possibility that some of those anomalies are caused by other unknown effects,
such as a new background and lack of knowledge of the source, has not been full
tested neither.



Chapter 2

Neutrino Physics with JUNO

The Jiangmen Underground Neutrino Observatory (JUNO) is a new generation neu-
trino experiment with rich scientific prospects. The primary physics topics of JUNO are
the determination of the neutrino mass ordering (MO) and the precise measurement of
neutrino oscillation parameters θ12, ∆m2

21 and ∆m2
32 through reactor neutrino disap-

pearance (i.e. νe → νe). Beyond reactor neutrinos, JUNO is an excellent detector for
geo-neutrino detection; it has the potential to observe supernova neutrinos, solar neutri-
nos and atmospheric neutrinos; it is also sensitive to some beyond SM physics such as
the search for proton decay. The rich physics potentials make JUNO to be one of the
most important future neutrino experiments.

The neutrino MO determination leads largely the experimental design. The exper-
imental site is located in Jiangmen city, Guangdong province, southern China, which
is about 53 km from both the Yangjiang and Taishan nuclear power plants (NPPs), as
shown in Fig.2.1. The reactor neutrinos with a typical energy of ∼4 MeV at ∼53 km
baseline correspond to the first maximal oscillation region driven by the solar parame-
ters (θ12, ∆m2

21), as shown in Fig.2.1. The JUNO central detector is based on a 20,000
tons liquid scintillator (LS) detector, located ∼700 meters underground. For achieving
the high precision reactor neutrino energy spectrum measurement, the JUNO detector
is designed to have an unprecedented 3% energy resolution at 1MeV and an excellent
systematics control aimed for better than 1%.

This chapter is devoted to review the relevant physics topics of JUNO, particularly
focusing on the reactor neutrino oscillation topics. The neutrino MO determination
mechanism at JUNO is elaborated in Sec.2.1. The precision measurement of neutrino
oscillation parameters is addressed in Sec.2.2. Other JUNO physics potentials beyond
reactor neutrinos are briefly reviewed in Sec.2.3, including supernova neutrinos, solar
neutrinos, geo-neutrinos, proton decay, etc.

2.1 Neutrino MO Determination at JUNO

2.1.1 Motivation

The unsolved neutrino MO, as explained in Sec.1.5 with Fig.1.11, leaves two possibil-
ities, i.e. whether normal MO (NMO, m3 > m2 > m1) or inverted MO (noted as IMO,
m2 > m1 > m3).

The MO determination is an important step in neutrino physics for various scientific
purposes. For example:

— The MO helps to understand the lower limit of the absolute neutrino mass scale.
Based on present knowledge, if the IMO (NMO) is true, mνe can be deduced to be
larger than ∼48 (8.5) meV at 95% C.L. [58].

26
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Figure 2.1 – The JUNO experimental site. The JUNO detector is located at the first
maximal oscillation region driven by solar parameters (θ12, ∆m2

21).

— The MO aids to define the target sensitivity of the neutrinoless double beta de-
cay (0νββ) experiments, which aim to determine whether neutrinos are Dirac or
Majorana particles. If the IMO is true, a lower bound on the effective Majorana
mass can be set at ∼16 meV at 95%CL, which is within the target sensitivity of
the next generation 0νββ experiments [58].

— The MO can be helpful for the CP violation measurement in long baseline neutrino
beam experiments, such as NOvA [85].

— The MO is also a key parameter for understanding the neutrino mass generation
and also for the neutrino astronomy and neutrino cosmology [121, 122, 123].

There are three practical approaches to address the neutrino MO, namely a.) medium
baseline reactor neutrino experiment i.e. JUNO, b.) long baseline neutrino beam exper-
iments and c.) atmospheric neutrino based experiments, as reviewed in Ref.[124].

The MO determination at long baseline neutrino beam (LBνB) experiments such as
the present NOvA [85] and future DUNE [101] relay on the matter effects and they are
affected by the δCP . As for the atmospheric neutrino experiments including the running
Super-K [125] and IceCube [126], and future ORCA [102], PINGU [103], Hyper-K [104]
and INO [105], their MO determination also rely on the matter effects and they are
affected by the θ23 octant ambiguity. By combining current data, the NuFit 5.0 global
analysis favored the NMO up to 2.7σ [56], however, this preference remains fragile.

Comparing to all the other experiments mentioned above, JUNO is the only experi-
ment based on the vacuum oscillation to determine the MO, because of its relative short
baseline inducing tiny matter effects [100, 127]. Moreover, by adding the external ∆m2

32

information from the LBνB disappearance channel, the MO sensitivity of JUNO can
be boosted while keeping its vacuum oscillation feature. This synergy is due to the
complementarity between JUNO and LBνB [128, 129], and was studied at JUNO [130].
This thesis addresses this boosting effect according to the updated neutrino oscillation
knowledge for investigating the earliest possible resolved MO solution in Chapter 8.

Given the unique feature of the binary outcome of the neutrino MO, i.e. whether
NMO or IMO, the MO determination will benefit from JUNO’s vacuum oscillation mea-
surement. The redundant information of MO from different experiments (matter effects
driven vs vacuum oscillation driven) can serve as cross-checks, thus helping to establish
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the resolved MO or to discover unexpected discrepancies. This will also be developed in
Chapter 8.

2.1.2 Reactor νe Disappearance in Vacuum

The MO determination at JUNO is based on the reactor νe disappearance in vacuum.
In the three neutrino framework, the νe disappearance (or survival) probability can be
derived from Eq.(1.13), written as:

Pνe→νe = 1− cos4 θ13 sin2 2θ12 sin2 ∆21

− sin2 2θ13 cos2 θ12 sin2 ∆31

− sin2 2θ13 sin2 θ12 sin2 ∆32. (2.1)

The ∆ij is defined as:

∆ij = ∆m2
ijL/4E, (2.2)

where ∆m2
ij = m2

i −m2
j is the squared mass difference, L is the baseline and E is the

neutrino energy. In order to clearly reveal the MO manifestation through the oscillation
probability, by using the constrain ∆m2

32 = ∆m2
31−∆m2

21, Eq.(2.1) can be rewritten as:

Pνe→νe = 1− cos4 θ13 sin2 2θ12 sin2 ∆21

− sin2 2θ13 sin2(|∆32|)
− cos2 θ12 sin2 2θ13 sin2(∆21) cos(|2∆32|)
−[±1

2
cos2 θ12 sin2 2θ13 sin(2∆21) sin(|2∆32|)], (2.3)

where the sign before the last term is "+" for the NMO and "−" for the IMO. The
oscillation patterns for the NMO and IMO are different, as shown in Fig.2.2. There
is a "slow&big" oscillation dominated by (∆m2

21, θ12) and a "fast&small" oscillation
dominated by (∆m2

32, θ13).
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Figure 2.2 – The reactor νe disappearance (or survival) probability as a function of the
neutrino energy. The baseline is ∼52.5 km. The neutrino energy is set from ∼1.8 MeV
which is the inverse beta decay (IBD) interaction threshold.
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2.1.3 Reactor Neutrino Signal

Reactor Neutrino Flux

As mentioned in Sec.1.4.4, nuclear reactors produce νe via the beta decays of the
fission fragments. In typical commercial reactors as those used at JUNO [100], there are
mainly four fuel isotopes, 235U, 238U, 239Pu, and 241Pu, contributing to more than 99.7%
of the reactor νe. The νe flux from such a reactor can be calculated according to

Φ(Eν) =
Wth∑
i fiei

·
∑

i

fi · Si(Eν), (2.4)

where Wth is the thermal power of the reactor, fi is the fission fraction [131], ei is the
thermal energy released in each fission [90], and Si(Eν) is the neutrino flux per fission
for the i-th isotope [132]

Assuming that a reactor core has ∼3 GW thermal power, the thermal energy released
in each fission is about 200 MeV, and 6 νe are released per fission, there will be about
6× 1020 νe emitted per second. The total thermal power of the JUNO 10 reactor cores
from Yangjiang and Taishan NPPs will be about 36 GW. When JUNO starts running, 8
cores from Yangjiang and Taishan NPPs will be in operation with about 27 GW thermal
power.

The state of the art predictions of the reactor neutrino flux are based on the ILL
data [133, 134], and these predictions claim an uncertainty of ≤ 3%. However, strong
indications have been found by reactor-θ13 experiments (and others) that both the mea-
sured rate and shape deviate from the predictions [92, 135, 136, 137], which remain as
open issues under investigation.

Inverse Beta Decay

The reactor νe is measured via the inverse beta decay (IBD) reaction at the liquid
scintillator (LS) detector:

νe + p→ n+ e+, (2.5)

where the proton target is provided by the LS.
The cross section of IBD reaction can be written as [138]:

σ = 9.52× (
Ee+pe+

1MeV 2
× 10−44 cm2), (2.6)

where Ee+ and pe+ are the energy and momentum of the positron respectively. The cross
section error is ≤ 0.2% obtained from the neutron lifetime measurement.

The neutrino energy is given by:

Eνe = Ee+ + 1.293 MeV, (2.7)

where 1.293 MeV is the difference of the proton and neutron mass. The neutrino energy
threshold of the IBD reaction is ∼1.804 MeV.

The positron carries most of the neutrino energy. It deposits quickly its kinetic
energy in the LS, and then most likely annihilates with an electron emitting gammas
with total energy of 1.022 MeV. It also has the chance to form a positronium, and then
the positronium annihilates emitting gammas [139]. In general, the energy deposition of
the positron is quick, thus forming a prompt signal with the energy Eprompt as:

Eprompt = Ekinetice+ + 1.022 MeV, (2.8)
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where Ekinetice+ is the position kinetic energy and 1.022 MeV corresponds to the annihi-
lation gammas energy.

The recoiled neutron from the IBD reaction carries small kinetic energy (typically
∼10 keV), which is negligible in most cases. The neutron scatters in the LS until being
thermalized, and then it is captured by a proton about 200 µs later (after the IBD
reaction) and releases a 2.2 MeV gamma, forming a delayed signal.

Therefore, the neutrino energy can be deduced from the prompt signal, as

Eνe = Eprompt + 0.782 MeV, (2.9)

and the prompt-delayed coincidence is used to discriminate the reactor neutrino signals
from the backgrounds.

Reactor Neutrino Energy Spectrum at JUNO

Given the reactor neutrino disappearance probability, the reactor neutrino flux and
the IBD cross-section, the reactor neutrino energy spectrum at JUNO is illustrated in
Fig.2.3, where the no oscillation, NMO oscillation and IMO oscillation cases are shown.
The NMO and IMO manifest as different oscillation patterns in the energy spectrum.
Experimentally, the MO and oscillation parameters information can be extracted through
a precise measurement of the oscillated energy spectrum in which the energy resolution
and energy scale control are critical.

It needs to be mentioned that Fig.2.3 is only used to illustrate the oscillation in-
formation embedded in the spectrum, and it does not represent the MO resolution at
JUNO because neither the energy resolution nor the minimization for the wrong MO is
considered. The more appropriate spectrum to illustrate the MO resolution is shown in
Fig.2.5, as explained next.
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Figure 2.3 – The reactor νe energy spectrum at JUNO for no oscillation (black), oscil-
lation NMO (blue) and IMO (red) cases respectively. The visible energy corresponds
to the detectable energy of the prompt signals. Here the detector response effects are
not included, thus the visible energy can also be understood as the deposited positron
energy. JUNO is designed to observe both the "slow&big" (∆m2

21, θ12) and "fast&small"
(∆m2

32, θ13) oscillation patterns in which the MO and oscillation parameters information
is embraced and can be extracted. The energy resolution is infinite and the minimization
for the wrong mass ordering is not considered.
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2.1.4 Backgrounds

The major backgrounds with respect to the reactor νe IBD signals are the acciden-
tal background, 8He/9Li, fast neutron and (α, n) [140, 141]. The estimated spectra of
the backgrounds at JUNO are shown in Fig.2.4. Much of the design of the JUNO ex-
perimental setup is based on reducing backgrounds including the overburden, internal
radiopurity control, veto system, etc. which will be addressed in the next chapter.

Accidental Background

The prompt-delayed coincidence is a signature to identify the IBD signals. However,
some random single energy depositions, originating from the natural radioactivity, cos-
mogenic isotopes, spallation neutrons, etc. can mimic a prompt-delayed coincidence of
the IBD. These are called accidental background.

A fiducial volume cut can significantly reduce the accidental background since the ra-
dioactivity mainly comes from the surrounding rock and the glass bulbs of the PMTs. The
rate of the accidental background can be estimated through Racc = Rp−like ·Rd−like ·∆T ,
where Rp−like and Rd−like are the rate of prompt-like and delayed-like signals from the
random single energy depositions, respectively, and ∆T is the coincidence time window.

8He/9Li

The cosmogenic 8He/9Li can also mimic IBD signals through the β − n decays. The
decay products are electrons creating prompt signals and neutrons creating correlated
delayed signals. As the 8He/9Li isotopes are induced by cosmic muons, this background
can be largely rejected by vetoing a sufficient detector volume along the tracks of their
parent muons for a sufficient time (longer than the lifetime of these isotopes).

Fast Neutron

When the cosmic muons pass only the rock or the water pool and miss the LS,
the energetic neutrons produced by these muons, i.e. fast neutrons, can enter the LS.
The fast neutron can scatter off a proton, forming a prompt signal, and then it can
be captured, forming a delayed signal. The prompt-delayed signals caused by the fast
neutrons are also the background with respect to the reactor νe IBD. The overburden
of JUNO is large (∼700 m underground), so the expected rate of fast-n is very small as
listed in Tab.2.1. Similarly to the techniques developed by the reactor-θ13 experiments,
the Top Tracker detector located on top of the JUNO central detector can help to tag
these missing (by LS) muons, thus helping to reject the fast neutron background.

13C(α,n)16O

The 13C(α,n)16O background derives from the alpha particles interacting with 13C.
The alpha particles are produced from the Th and U radioactivities and the 13C is in
the LS. The interaction products are the neutrons and 16O nuclei. The neutron can
scatter on proton or 12C forming a prompt signal, and then it can be captured forming
a delayed signal. If the 16O nucleus is in the excited state, its de-excitation can emit a
gamma which also contributes to the prompt signal. This background can be estimated
based on the measured rate of alpha particles. In addition, alpha particles are heavily
quenched in the liquid scintillator.
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Geo-neutrino

Geo-neutrinos are νe produced from radioactive decays of Th and U inside the earth.
They experience the same IBD reaction as reactor neutrinos, thus being irreducible
from the reactor neutrinos. The geo-neutrino energy is below ∼3 MeV, hence it does
not contribute to the background for the higher energy (3∼10 MeV) reactor neutrinos.
JUNO can measure the rate of geo-neutrinos with the unprecedented precision by itself,
thus it can remove the geo-neutrinos according to its own measurement and at the same
time provide one of the most important measurement of geo-neutrino in the world [100].
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Figure 2-15: Spectra for the antineutrino signal and five kinds of main backgrounds, including the
accidental, 8He/9Li, fast neutron, and 13C(α, n)16O and geo-neutrinos.

2.4.3 Background related uncertainties

We further study the effects of background related uncertainties. From Tab. 2-4, the total back-
ground to signal (B/S) ratio is 6.3%, which contributes to a reduction of ∆χ2

MH ≃ 0.6. Second, the
rate uncertainties of backgrounds are negligible for the MH determination since they are nicely con-
strained in the precision spectral measurements. Finally, the expected energy spectra for five kinds
of main backgrounds are shown in Fig. 2-15. The total background shape uncertainties contribute
to a 0.4% bin-to-bin uncertainty, which can further reduce the MH sensitivity by ∆χ2

MH ≃ 0.1.

2.4.4 Systematics summary

To conclude, we summarize the decomposition of experimental systematics in the MH determination
in Tab. 2-5.

• Ideal distribution of reactor cores with the equal baseline of 52.5 km gives the MH sensitivity
of ∆χ2

MH ≃ 16.

• In reality, the real baseline distribution of reactor cores in Taishan and Yangjiang NPPs from
Tab. 1-2 induces a degradation of ∆χ2

MH ≃ 3.

• An additional reduction of ∆χ2
MH ≃ 1.7 is obtained due to inclusion of Daya Bay and Huizhou

NPPs.

• The reactor shape uncertainty of 1% will further degrade the ∆χ2
MH by 1.

• The statistical and shape uncertainties of backgrounds with the estimation of Tab. 2-4 con-
tribute to ∆χ2

MH ≃ −0.6 and ∆χ2
MH ≃ −0.1, respectively.

• As will be discussed in the next subsection, an increase of ∆χ2
MH ≃ +8 can be obtained by

including a measurement of |∆m2
µµ| at the 1% precision level.

52

Figure 2.4 – Spectra of the accidental, 8He/9Li, fast neutron and 13C(α,n)16O back-
grounds. The antineutrino signal spectrum is also shown. 3%/

√
E(MeV ) energy reso-

lution is assumed in these spectra. Taken from [100].

2.1.5 Event Selection

Based on the background estimation, a set of preliminary reactor νe selection criteria
are listed below [100]:

— Fiducial volume cut: radius < 17 m.

— Prompt energy cut: 0.7 MeV < Eprompt < 12 MeV.

— Delayed energy cut: 1.9 MeV < Edelayed < 2.5 MeV;

— Time interval cut between the prompt and delayed signal: ∆T < 1.0 ms;

— Prompt-delayed distance cut: Rprompt−delayed < 1.5 m;

— Muon veto criteria:

— For muons tagged by the water Cherenkov detector, veto the whole LS volume
for 1.5 ms.

— For good tracked muons in the central detector and the water Cherenkov
detector, veto the detector volume within 3 meters distance to the muon
track for 1.2 s.
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— For the tagged, non-trackable muons in the central detector, veto the whole
LS volume for 1.2 s

Based on the selection criteria above, the reactor νe IBD selection efficiencies, the
signal rate and background rate are listed in Tab.2.1. JUNO is estimated to observe 60
reactor νe IBD events per day, with about 3.8 (∼ 6%) background events.

Table 2.1 – The efficiencies of the reactor νe selection cuts, signal and background
event rates per day at JUNO. The considered backgrounds are discussed
in Sec.2.1.4. The selection cuts are described in Sec.2.1.5. By considering
all backgrounds and all selection cuts mentioned above, the reactor neutrino
IBD event rate is estimated to be 60 events per day, and the background
rate is about 3.8 events per day.

Selection IBD efficiency IBD Geo-νs Accidental 8He/9Li Fast n α,n
- - 83 1.5 ∼ 5.7× 104 84 - -

Fiducial volume 91.8% 76 1.4
410

77

0.1 0.05
Energy cut 97.8%

73 1.3 71Time cut 99.1%
Vertex cut 98.7% 1.1
Muon veto 83% 60 1.1 0.9 1.6
Combined 73% 60 3.8

2.1.6 MO Sensitivity from Spectral Analysis at JUNO

The MO sensitivity embedded in the reactor νe energy spectrum at JUNO is illus-
trated in Fig.2.5 by assuming 3%/

√
E(MeV ) energy resolution and the NMO. Since the

NMO is assumed to be true but a prior unknown for the data, both NMO and IMO
assumptions should be tested with the data through the minimization approach, e.g.
χ2 based minimization as explained next. The MO sensitivity relies on the rejection
power for the wrong MO test. Qualitatively, the sensitivity can be illustrated as the
relative spectral ratio between the true mass ordering (NMO assumed here) spectrum
and the wrong mass ordering (IMO here) after the minimization, as shown in Fig.2.5.
The quantification of the sensitivity is explained next.

Basic Experimental Configuration

In order to illustrate quantitatively the neutrino MO sensitivity at JUNO, first, the
basic experimental configuration is defined as: 1.) 20 kt LS as the target medium, 2.)
52.5 km baseline, 3.) 36 GWth total thermal power (10 cores), 4.) reactor νe flux model
from ILL and Vogel et al.[142, 143, 144, 145]1, 5.) 3%/

√
E(MeV ) energy resolution

and 6.) six years (2000 effective days) statistics with 73% IBD detection efficiency.

1. The Huber [133] and Mueller [134] models are also evaluated, giving consistent MO estimation
results.



Chapter 2. Neutrino Physics with JUNO 34

0 1 2 3 4 5 6 7 8 9

0.05

0.10

0.15

0.20

0.25

0.30

0 1 2 3 4 5 6 7 8 9

0.96

0.98

1.00

1.02

1.04

Visible Energy (MeV)

A
rb

itr
ar

y 
U

ni
t 

Baseline: 52.5km
Energy resolution: �3 % / (E )

Oscillation parameters 
from NuFit5.0

Ra
tio

 IM
O
�

/N
M

O
m

in

9

NMO �
IMO �  �

Δm232 = 2.411 × 10−3eV−2

minΔm232 = − 2.532 × 10−3eV−2

NMO is true

Figure 2.5 – Illustration of the MO sensitivity in the reactor νe energy spectrum at JUNO
(upper panel). The NMO (blue) is assumed to be true. The IMOmin (red) spectrum is
made by setting the |∆m2

32|IMO ≈ |∆m2
32|NMO + 0.12 × 10−3eV −2. The approximate

value of 0.12 × 10−3eV −2 is obtained through the χ2 based minimization as Eq.(2.10).
The lower panel shows the ratio between the NMO spectrum and the IMOmin spectrum
illustrating the MO sensitivity as a function of the visible energy. The visible energy
corresponds to the detectable energy of the prompt signal. Here the detector response
effects are not included, thus the visible energy can also be understood as the deposited
positron energy.

MO Discriminator

The least squares minimization method is used to quantify the MO sensitivity by
defining the following χ2 function:

χ2 =

Nbin∑

i=1

[Mi − Ti(1 +
∑

k αikεk)]
2

Mi
+
∑

k

ε2k
σ2
k

, (2.10)

where Mi and Ti are the measured and predicted events in the i-th energy bin respec-
tively, σk is the systematic uncertainty to the corresponding pull parameter εk, and αik
is the fraction of the event contribution of the k-th pull parameter to the i-th bin. 200
equal-size bins are used for the neutrino energy between 1.8 MeV and 8 MeV (equivalent
to the visible energy between 1 MeV and 7.2 MeV). The considered systematic uncertain-
ties (σk) are motivated by the state of the art knowledge from reactor-θ13 experiments.
Those are 2% correlated reactor uncertainty, 0.8% uncorrelated reactor uncertainty, 1%
spectrum shape uncertainty and 1% detector-related uncertainty.

By assuming a true mass ordering, both NMO and IMO fits can be performed by



35 2.1. Neutrino MO Determination at JUNO

minimizing all the relevant oscillation parameters including ∆m2
21, θ12 and ∆m2

32. The
JUNO’s sensitivity on θ13 is not better than the current reactor-θ13 experiments, thus,
θ13 is an external input for JUNO. The best fit gives a χ2 minimum for the NMO
(χ2
min(NMO)), as well as for the IMO (χ2

min(IMO)). The MO discriminator can be
defined as the difference between the two minima:

∆χ2
MO = |χ2

min(NMO)− χ2
min(IMO)|. (2.11)

Generally, the MO sensitivity can be statistically interpreted in terms of the significance
as
√

∆χ2
MO in units of σ’s.

Sensitivity

By considering the basic experimental configurations defined previously and the oscil-
lation parameters in [146, 147], the MO sensitivities are listed in Tab.2.2 by accumulating
the following experimental systematics:

— By considering only the statistical effect with the equal baseline (10 reactor cores)
of 52.5 km, the MO sensitivity in terms of ∆χ2

MO is about 16 units.
— By considering the actual reactor cores distribution about ±0.5 km with respect to

52.5 km, the spectrum will be slightly smeared, resulting in the sensitivity decreases
about 3 units.

— The neutrinos from Daya Bay (215km, 17.4 GW) and Huizhou (265km, 17.4 GW)
NPPs will also be detected by the JUNO detector, these neutrinos from longer
baseline will also generate a spectrum smearing effect, thus reducing the sensitivity
about 1.7 units.

— The assumed 1% reactor shape uncertainty will degrade the sensitivity by 1 unit.
— The background uncertainties lead to further sensitivity decrease about 0.7 unit, in-

cluding the (6.3%) statistical uncertainty contribution to −0.6 unit and the (0.4%)
shape uncertainty contribution to −0.1 unit.

Table 2.2 – Different contributions to the MO sensitivity.

Stat. Core dist. DYB &HZ Shape B/S(stat.) B/S(shape.)
Size 52.5 km ∼ ±0.5km ∼200 km 1% 6.3% 0.4%

∆χ2
MO +16 -3 -1.7 -1 -0.6 -0.1

From the spectral analysis, JUNO can reach ∼3σ median MO sensitivity with six
years statistics under the reasonable systematics assumptions. The sensitivity as the
function of the energy resolution and statistics is shown in Fig.2.6.

The non-linearity in the energy measurement is another critical factor that has a
significant impact on the spectral analysis for the the MO determination. If the energy
non-linearity calibration is imperfect, there will be a residual non-linearity embedded
in the energy spectrum. This non-linearity limitation that goes beyond the calibration
capability, will lead to a misinterpretation of the MO measurement results. For example,
if there is no residual energy non-linearity in the spectral analysis, the MO sensitivity
in terms of ∆χ2

MO is assumed to be ∼11 units; if the residual energy non-linearity is
assume to have the following form which is inspired by Daya Bay [130]:

Erec
Etrue

=
1 + p0

1 + p1exp(−0.2Etrue)
, (2.12)
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by including the energy non-linearity above into the measured spectrumMi of Eq.(2.10),
while keeping the predicted spectrum Ti unaffected, the MO sensitivity can be falsely
degraded or enhanced according to the value of p0 and p1, as illustrated in Fig.2.7.
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Figure 2-9: The iso-∆χ2
MH contour plot as the function of the event statistics (luminosity) and the

energy resolution, where the vertical dash-dotted line stands for the nominal running of six years
with 80% signal efficiency.

parametrization for the detector energy resolution is defined as

σE

E
=

√(
a√
E

)2

+ b2 +
( c

E

)2
, (2.11)

where the visible energy E is in the unit of MeV.
Based on our numerical calculation of the MH sensitivity in terms of ∆χ2

MH , we find an
approximate relation for effects of non-stochastic terms (i.e., b, c) using the equivalent a term,

√(
a√
E

)2

+ b2 +
( c

E

)2
≃
√(

a√
E

)2

+

(
1.6 b√

E

)2

+

(
c

1.6
√

E

)2

, (2.12)

which indicates that the influence of b is 1.6 times larger than the a term, and c is less significant
than a by a factor of 1.6. Therefore, a requirement for the resolution of a/

√
E better than 3% is

equivalent to the following requirement,
√

(a)2 + (1.6 × b)2 +
( c

1.6

)2
≤ 3% . (2.13)

Using Fig. 2-9 and the approximation in Eq. (2.12), we can study different effects of detector design
parameters and optimize the corresponding requirements.

The energy resolution of the JUNO detector is projected in Appendix 13.2.2 with a full MC
simulation. Toy MC is also used to study the degradation due to the PMT charge resolution,
dark noise, quantum efficiency variation, and smearing from the vertex reconstruction, as shown
in Tab. 13-4. Besides the detector response and reconstruction, the variation of the neutron re-
coil energy also degrades the resolution of the reconstructed neutrino energy, which introduces a
degradation of ∆χ2

MH ≃ 0.1 on the MH sensitivity.

45

Figure 2.6 – The JUNO MO sensitivity (∆χ2
MO) contour as the function of the event

statistics (luminosity) and the energy resolution, where the vertical dash-dotted line (i.e.
luminosity=1) stands for the running of six years with 80% signal efficiency (10 reactor
cores). Taken from Ref.[100].

Figure 2-12: ∆χ2 distribution as functions of the free parameters |∆m2
ee|, where the normal MH

is assumed, and the plus (left) and minus (right) signs of the non-linearity curves in Fig 2-11 are
implemented, respectively. The dashed and dotted lines are for the cases with reduced sizes of the
non-linearity.

 (MeV)visE
2 4 6 8 10

re
al

/E
re

c
E

0.96

0.98

1

1.02
real
IH/Erec

IHE

real
NH/Erec

NHE
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Figure 2.7 – Energy non-linearity effect in the MO sensitivity. The ∆χ2
MO is shown

as a function of ∆m2
ee. ∆m2

ee is a combination between ∆m2
31 and ∆m2

32 as: ∆m2
ee =

cos2 θ12∆m2
31 + sin2 θ12∆m2

32. The NMO is assumed to be true. If no residual energy
non-linearity, the MO sensitivity is ∼11 units. By including the energy non-linearity of
Eq.(2.12) with different (p0, p1) values (indicated in the legend), the MO sensitivity can
be falsely either enhanced (left) or degraded (right). It turns out a misinterpretation for
the MO sensitivity, hence the measurement results. Taken from Ref.[130].
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32 Measurements

In the energy spectral analysis, it needs to be emphasized that the energy controls
including both the energy resolution (∼3% at 1 MeV as the goal) and the energy detection
systematics with the energy non-linearity in particular (<1%) are of great importance
for the MO determination. As anticipated, most of this thesis work will deal with those
energy related topics in great depth. Hence the results in this thesis are expected to have
a direct impact to one of the most important systematics and/or limitation to JUNO’s
MO and oscillation parameters measurements, as will be elaborated in Chapter 4, 5 and
6.

The JUNO intrinsic MOmeasurement is driven by the vacuum oscillation as discussed
in this section. The matter effects for the MO is tiny as evaluated in Ref.[127] where
a reduction of ∼0.6 ∆χ2

MO unit is estimated. The matter effects will not change the
vacuum oscillation nature in JUNO’s MO determination. Moreover, by adding external
information of ∆m2

32 from the disappearance channel of the LBνB experiments, the
JUNO MO sensitivity can be enhanced, while still keeping the vacuum oscillation nature,
as will be discussed in Chapter 8.

At last, the fine structure in the reactor neutrino spectrum potentially has an impact
on the MO sensitivity, as reported in Ref.[148, 149]. JUNO-TAO [150], the satellite
experiment of JUNO, will study the fine structure of the reactor neutrino spectrum in
order to provide a reference spectrum for JUNO and eliminate the potential impact.

2.2 High Precision θ12, ∆m2
21 and ∆m2

32 Measurements

The precision measurement of the oscillation parameters is important to test the
three neutrino model and to probe new physics beyond the SM. For example the precise
measurement of the mixing angles contributes to the unitarity test of the PMNS matrix
[151, 152]; the precise measurement of the squared mass differences will test the sum
rule of "∆m2

31 + ∆m2
31 + ∆m2

32 = 0?" [100]. The current precision of the oscillation
parameters is shown in Tab.2.3, most of them are known with a few percent precision.

As illustrated in Fig.2.3, the JUNO spectrum contains the θ12, ∆m2
21, θ13 and ∆m2

32

information. With the designed excellent performance of the JUNO detector, i.e. ∼3%
energy resolution at 1 MeV and less than 1% energy detection systematics control, JUNO
aims to measure θ12, ∆m2

21 and ∆m2
32 with sub-percent precision. JUNO precision on

θ13 is not better than current constraints from reactor-θ13 experiments, so θ13 can be
considered as input for JUNO.

The JUNO expected precision of θ12, ∆m2
21 and ∆m2

32 with six years statistics is
shown in Tab.2.4 by accumulating the relevant systematics as explained in the table.
JUNO alone will contribute to the measurement of half of total oscillation parameters
(3 of 6 in total) with unprecedented precision for neutrino oscillation physics. To reach
sub-percent precision measurements of the oscillation parameters, an extremely careful
control of systematics including the energy scale and energy resolution is critical, which
is the main topic of this thesis.

It has to be pointed out that the matters effects have a non-negligible impact on the
measurement of the solar parameters θ12 and ∆m2

21. The impact manifests as a shift of
the best-fit values by 1σ to 2σ [127, 153]. So it has to be carefully considered for the real
data analysis, however the matter effects do not affect the sensitivity studies presented
above.
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Table 2.3 – Current precision of neutrino oscillation parameters based on the state of
the art knowledge by 2020. The individual 1σ precision corresponds to the
individual dominant experiments only. The global 1σ precision is taken from
NuFit 5.0. The JUNO expected precision is also listed.

sin2 θ12 ∆m2
21 sin2 θ13 |∆m2

32| sin2 θ23 δCP
Dominant Exps. SNO KamLAND DayaBay T2K NOvA T2K
Individual 1σ 8% [52] 2.5%[87] 3.4%[95] 2.9% [81] 7%[85] 40%[81]
Global 1σ [56] 4.2% 2.8% 2.8% 1.1% 3.5% 14%

JUNO Expected 1σ ∼0.7% ∼0.6% 10% level ∼0.4% null null

Table 2.4 – Expected precision of sin2 θ12, ∆m2
21 and |∆m2

32| at JUNO. The nominal case
corresponds to six years statistics with 3%/

√
E(MeV ) energy resolution.

The considered systematics are the 1% bin-to-bin energy uncorrelated uncer-
tainty (B2B), 1% energy linear scale uncertainty (EL), 1% energy non-linear
uncertainty (NL) and the background related uncertainties (BG) including
6.3% statistical uncertainty and 0.4% shape uncertainty. These uncertainties
are accumulated from left to right.

Nominal(Stats.) +B2B (1%) +BG +EL(1%) +NL(1%)
sin2 θ12 0.54% 0.60% 0.62% 0.64% 0.67%

∆m2
21 0.24% 0.27% 0.29% 0.44% 0.59%

|∆m2
32| 0.27% 0.31% 0.31% 0.35% 0.44%

2.3 Beyond Reactor Neutrino Oscillation

JUNO, as a multipurpose neutrino observatory, has broad physics prospects beyond
its primary reactor neutrino oscillation study. Its physics potentials include the detection
of supernova neutrinos, geo-neutrinos, solar neutrinos, proton decay, etc. This section
aims to review briefly some of those physics topics. A comprehensive overview can be
found in [100].

2.3.1 Supernova Neutrinos

During a Supernova (SN) burst, ∼99% of the energy will be released through neutri-
nos and antineutrinos of all flavors in a few seconds. The SN neutrinos carries precious
information about the SN explosion mechanism and the neutrino intrinsic properties.
JUNO is capable to detect SN neutrinos with high statistics through various detection
channels.

Considering a galactic SN at a typical 10 kpc distance as an example, JUNO can
register about 5000 events from the dominating IBD channel, ∼2000 events from all
flavor neutrino-proton scattering, ∼300 events from neutrino-electron scattering and also
some events from neutral current and charge current interactions on 12C. The neutrino
event spectra for these detection channels are estimated in Fig.2.8.
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Channel Type
Events for different ⟨Eν⟩ values

12 MeV 14 MeV 16 MeV

νe + p → e+ + n CC 4.3 × 103 5.0 × 103 5.7 × 103

ν + p → ν + p NC 0.6 × 103 1.2 × 103 2.0 × 103

ν + e → ν + e ES 3.6 × 102 3.6 × 102 3.6 × 102

ν + 12C → ν + 12C∗ NC 1.7 × 102 3.2 × 102 5.2 × 102

νe + 12C → e− + 12N CC 0.5 × 102 0.9 × 102 1.6 × 102

νe + 12C → e+ + 12B CC 0.6 × 102 1.1 × 102 1.6 × 102

Table 4-1: Numbers of neutrino events in JUNO for a SN at a typical distance of 10 kpc, where ν
collectively stands for neutrinos and antineutrinos of all three flavors and their contributions are
summed over. Three representative values of the average neutrino energy ⟨Eν⟩ = 12 MeV, 14 MeV
and 16 MeV are taken for illustration, where in each case the same average energy is assumed
for all flavors and neutrino flavor conversions are not considered. For the elastic neutrino-proton
scattering, a threshold of 0.2 MeV for the proton recoil energy is chosen.
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Figure 4-2: The neutrino event spectra with respect to the visible energy Ed in the JUNO detector
for a SN at 10 kpc, where no neutrino flavor conversions are assumed for illustration and the
average neutrino energies are ⟨Eνe

⟩ = 12 MeV, ⟨Eνe
⟩ = 14 MeV and ⟨Eνx

⟩ = 16 MeV. The main
reaction channels are shown together with the threshold of neutrino energies: (1) IBD (black and
solid curve), Ed = Eν − 0.8 MeV; (2) Elastic ν-p scattering (red and dashed curve), Ed stands
for the recoil energy of proton; (3) Elastic ν-e scattering (blue and double-dotted-dashed curve),
Ed denotes the recoil energy of electron; (4) Neutral-current reaction 12C(ν, ν ′)12C∗ (orange and
dotted curve), Ed ≈ 15.1 MeV; (5) Charged-current reaction 12C(νe, e

−)12N (green and dotted-
dashed curve), Ed = Eν − 17.3 MeV; (6) Charged-current reaction 12C(νe, e

+)12B (magenta and
double-dotted curve), Ed = Eν − 13.9 MeV.

coincident signal. Hence the charged-current reactions in Eqs. (4.2) and (4.3) provide a possibility
to detect separately νe and νe [179]. The cross section of neutrino interaction on 12C has been
calculated in Ref. [180] by using a direct evaluation of nuclear matrix elements from experimental
data at that time. Recent calculations based on the nuclear shell model and the random-phase

75

Figure 2.8 – The estimated supernova neutrino event spectra with respect to the visible
energy Ed at JUNO for a SN explosion at 10 kpc. The neutrino oscillations are not con-
sidered for simplifying the illustration. These spectra corresponds to the main detection
channels: IBD (black), elastic ν − p scattering (red), elastic ν − e scattering (blue) and
the (ν, 12C) interactions (orange, green and magenta). Taken from [100].

2.3.2 Solar Neutrinos

The solar neutrinos have played an important role in the study of neutrino oscilla-
tions as reviewed in Sec.1.4.1. and will continue contributing in neutrino physics and
astrophysics.

The contributions of JUNO will come from the 8B solar neutrino detection, and also
possibly from low energy (∼1 MeV) 7Be solar neutrino detection. The solar neutrino
detection is via the elastic ν − e scattering with the estimated spectra shown in Fig.2.9.

It is worth to highlight that the radiopurity control and the cosmogenic backgrounds
control are critical for the solar neutrino detection. JUNO is designed primarily for reac-
tor neutrino detection where the radiopurity (238U and 232Th in particular) is required
to be < 10−15g/g; however, the desired radiopurity for solar neutrino detection, partic-
ular for the low energy solar neutrinos, is < 10−17g/g. The reduction of the cosmogenic
backgrounds, including mainly 12B, 8Li, 6He, 10C and 11Be, relies on the veto strategy,
as discussed in Ref.[154]. Dedicated effort to achieve the high radiopurity control for
solar neutrino detection is indispensable and under active discussion within JUNO.
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Figure 2.9 – The estimated solar neutrino spectra at JUNO. The radiopurity (238U and
232Th in particular) is assumed to be < 10−17g/g. Left [100]: low energy 7Be, pp and
pep and CNO solar neutrino spectra with the background spectra. Right [154]: 8B and
hep solar neutrino spectra with the background spectra in ten years of data taking.
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2.3.3 Proton Decay

The proton decay is forbidden in the SM, but is predicted in some Grand Unified
Theories [155]. JUNO is capable to investigate the SUSY-favored proton decay channel:
p → K+ + ν with a competitive and complementary sensitivity compared to other
experiments such as Super-K, Hyper-K and DUNE. The signatures of p → K+ + ν at
JUNO can be summarized as:

— A prompt signal from K+.

— A delayed signal from the decay daughters of K+, i.e. mainly µ+ through decay
channel: K+ → µ+ + νµ, with a time coincidence of 12 ns.

— A further delayed signal of e+ from µ+ → e++νµ+νe with 2.2 µs time coincidence.

These signatures are illustrated in Fig.2.10, by considering K+ → µ++νµ decay channel.
The time coincidence and well-defined energies provide a powerful tool to reject the
background, which is crucial for the search of proton decays. The JUNO sensitivity for
the proton decay search in this channel is shown in Fig.2.10, in comparison with Super-K,
Hyper-K and DUNE.

JUNO: J. Phys. G 43 (2016) 030401 (arXiv:1507.05613) DUNE: FERMILAB-PUB-20-025-ND (arXiv:2002.03005) 

�  yr1.9 × 1034

Figure 2.10 – Left: proton decay signatures at JUNO for p → K+ + ν channel. Right:
3σ sensitivity to the proton lifetime for p → K+ + ν channel. The sensitivity of JUNO
(purple) is about 1.9×1034 years of the proton lifetime. The sensitivity of Super-K (grey),
Hyper-K (red) and DUNE (blue) are also shown regarding the same decay channel. Taken
from [156].

2.3.4 Geo-neutrinos

Geo-neutrinos are νe produced from the natural radioactivity of thorium (Th), ura-
nium (U) and potassium (K) in the earth. Geo-neutrinos from Th and U are considered
as an irreducible background in the reactor νe study. However, for geoscientists the
situation is opposite, i.e. reactor νe signals are the background. The detection of geo-
neutrinos can help geoscientists to investigate the the composition and evolution of the
earth, where many unknowns still remain and are, as of now, inaccessible via other means
but the neutrino detection. So, the completeness of the understanding of our planet, and
hence the solar system, depends strongly on geo-neutrino detection.

The liquid scintillator neutrino detector is the best known probe to detect geo-
neutrinos. The main challenge is the low flux. Two LS experiments have measured
geo-neutrinos, i.e. KamLAND [157] and Borexino [158]. JUNO, as the world’s largest
LS detector (20 kt), has the potential to measure the geo-neutrinos with the largest
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statistics. About 300∼500 geo-neutrino events per year can be recorded at JUNO which
will surpass the total recorded events from all the current experiments.

2.3.5 Other Topics

In addition to the physics topics mentioned above, the JUNO experiment can also
contribute to the diffuse supernova neutrino background detection, the atmospheric neu-
trinos study, the sterile neutrinos search, the dark matter search, etc. As these topics are
largely irrelevant from the main topic of this thesis (reactor neutrino detection related),
they are not reviewed here, the detailed discussion about these topics can be found in
[100].



Chapter 3

JUNO Detector

The MO determination dominantly drives the design of the JUNO detector, imposing
the requirements on statistics, energy resolution, systematics, backgrounds, etc.

To detect the reactor νe efficiently, the JUNO detector is based on the liquid scin-
tillator (LS) technology. The requirement on statistics impels the design of the world’s
largest LS volume, i.e. 20 kt, contained in the central detector (CD) which is an acrylic
sphere of ∼35 m diameter supported by a stainless-steel structure. Two independent
readout systems are installed viewing the common LS. The two readout systems are a.)
the 20-inch photomultiplier tubes and corresponding electronics (LPMT system) as the
dominant contributor to the stochastic energy resolution, b.) the 3-inch photomultiplier
tubes and corresponding electronics (SPMT system) contributing to the systematics con-
trol through the Dual Calorimetry as will be discussed in the next chapter. A redundant
calibration system in designed to be deployed in the CD for the detector response cal-
ibration. The veto system for the muon induced background reduction consists of 1.)
a water Cherenkov detector made of a cylindrical water pool where the CD is placed,
2.) a Top Tracker detector made of plastic scintillator covering the top of the CD. The
overview of the JUNO detector design is shown in Fig.3.1.

This chapter aims to present the conceptual design of the JUNO detector together
with the public or published testing results. The aforementioned LS, readout, calibration
and veto systems are addressed in this chapter. The other systems including the data
acquisition system, software, etc. are briefly introduced in this chapter, as well as the
satellite experiment JUNO-TAO.

3.1 Liquid Scintillator

The liquid scintillator (LS), serving as the target medium for the detection of neutri-
nos, transfers the energy of neutrinos to the visible energy in terms of photons through
scintillation processes. Typically the LS is composed of the solvent forming the bulk of
the target medium and the solute for increasing the scintillation light yield and shifting
the wavelength of photons to the photosensor sensitive region. The JUNO LS uses 1.)
the linear alkyl benzene (LAB) as the solvent, 2.) the PPO as the primary fluor and 3.)
the bis-MSB as the wavelength-shifter.

Scintillation Processes

The major LS scintillation processes can be understood in the following simplified
ways at JUNO. First, the neutrino interactions in the LS produce ionizing particles, e.g.
the reactor νe IBD reactions produce positrons and neutrons. Second, the ionizing parti-
cles normally excite the molecules featuring benzene rings in the solvent (LAB), because

42
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Figure 3.1 – Schematic view of the JUNO detector.

of the large proportion of the solvent. Third, the excited molecules in the solvent typi-
cally transfer the energy to the fluor (PPO) through mainly the non-radiative processes.
Then the fluor deexcites mainly via the radiative processes by emitting photons. At
last, the photons propagate through the medium and can be absorbed by the waveform
shifter (bis-MSB), and then photons with higher wavelength (∼430 nm) are re-emitted.
These photons propagate in the LS and can be effectively detected by the PMTs as their
wavelengths are located in the PMT sensitive region.

The aforementioned points are the dominant LS scintillation processes as illustrated
with Fig.3.2, more complete description of the scintillation processes can be found in
Ref.[159].

Specifications and Properties

The specifications and properties of the LS that matter the JUNO physics are the
total mass, composition, light yield, transparency and radiopurity, detailed as follows:

— Total mass: 20,000 tons. Large LS mass ensures high statistics, e.g. in 6 years
running, JUNO will collect ∼100,000 reactor νe IBD events.

— Composition: The LS recipe is optimized as the purified solvent LAB with 2.5 g/L
PPO and 1 to 4 mg/L bis-MSB to yield highest possible light according to the
joint testing results of JUNO and Daya Bay [160].

— Light yield: About 104 photons per MeV are emitted, leading to >1200 PE yield per
MeV together with the photon detection (i.e. PMT) systems. This high light yield
dominates the stochastic component of the energy resolution to an unprecedented
level of 3%/

√
E.

— Transparency: The optical attenuation length for scintillation photons is designed
to be larger than 20 m and the laboratory testing results support this point [161,
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Figure 3.2 – Illustration of the JUNO LS composition and the scintillation processes.

162]. This high transparency will help to reduce the light loss during photon
propagation.

— Radiopurity: The uranium (U), thorium (Th), and potassium (K) are the main
sources of the LS radioactivity. These isotopes can decay, thus causing a back-
ground. The JUNO reactor neutrino physics requires the LS radiopurity with
238U/232Th < 10−15g/g and 40K < 10−16g/g. The radiopurity requirement from
the solar neutrino measurement is more stringent as 238U/232Th < 10−17g/g.
An online detector, called OSIRIS, will be built to monitor the LS radiopurity
[163, 164].

— Purification: Several purification systems with different techniques are designed
for both the optical and radioactive purification, such as the Al2O3 column plant,
distillation plant, water extraction and gas stripping plant [165, 166].

3.2 Readout System

The readout system consists of the photosensors and readout electronics. The pho-
tosensors are responsible for the scintillation photons to charge current conversion, and
the electronics is used to digitize the analog charge signals and then send them to the
data acquisition system.

The JUNO central detector has two independent readout systems. 1.) The large pho-
tomultiplier tube (LPMT) system consists of 20-inch PMTs with the FADC (flash analog-
to-digital converter) based electronics. 2.) The small photomultiplier tube (SPMT)
system consists of 3-inch PMTs with the digital photoelectron counting based electron-
ics. The dual readout is a unique feature of the JUNO detector, constituting the Dual
Calorimetry design which is the main topic of this thesis. In this section, the focus is
the general description of the two readout systems, while the interplay between the two
systems (i.e. Dual Calorimetry) will be addressed in Chapter 4, 5 and 6.
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Figure 3.3 – Photos of the JUNO LPMTs and SPMT. Left: NNVT 20-inch MCP-PMT.
Middle: Hamamatsu 20-inch Dynode-PMT. Right: HZC 3-inch PMT.

3.2.1 LPMT Readout System

PMT Instrumentation

As the main photon detection system, the LPMT system employs ∼18,000 high
detection efficiency (∼27%) 20-inch PMTs. The photosensor coverage is about 75% of
the LS surface aiming for >1200 photoelectrons (PE) yield per MeV which is the key to
achieve better than 3% stochastic energy resolution at 1 MeV.

Two types of 20-inch PMTs are used for JUNO, 1.) 15,000 MCP (Micro Channel
Plate) PMTs provided by the NNVT (North Night Vision of Technology) company in
cooperation with IHEP (Beijing), 2.) 5000 dynode PMTs provided by the Hamamatsu
company, as shown in Fig.3.3. About ∼18,000 LPMTs will be installed in the central
detector viewing the LS, and the rest will be used for the water Cherenkov detector. The
specifications of these two types LPMT are listed in Tab.3.1.

Readout Electronics

The readout electronics of the LPMT are based on the FADC technology. They are
designed to provide high resolution charge sampling, large dynamic range, precise time
measurement and the capability of handling high event rate for fulfilling the require-
ments of not only reactor neutrinos but also mouns, supernova neutrinos, atmospheric
neutrinos, etc.

The schematic of the LPMT electronics is shown in Fig.3.4. The main components
and specifications can be listed as follows [168]:

— High Voltage Unit (HVU). It generates the high voltage and power the PMT
through the voltage divider and splitter.

— Global Control Unit (GCU). It is the core of the electronics. The key elements of
GCU are the analog to digital unit (FADC) and the FPGA. The FADC digitizes
the analog PMT waveform at 1 Gsample/s speed with a 12∼14 bit resolution, and
the dynamic range is from 1 PE to about 1000 PE. Then the data is transferred
to the FPGA for the packaging, processing and buffering. The digitized waveform
is stored in the local memory provisionally. When the trigger condition is fulfilled,
the data is transferred to the data acquisition system (DAQ) through ethernet.
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Table 3.1 – LPMT (20-inch) specifications for MCP-PMT and Dynode PMT [167]. The
detection efficiency corresponds to 420 nm photons. The dark noise rate
is measured at 0.25 PE. The transit time spread is measured at the top
point of the PMT. The rising and falling times corresponds to the single PE
waveform.

Characteristics Unit MCP-PMT
(NNVT)

Dynody PMT
(R12860, Hamamatsu)

Detection Efficiency
(QE×CE)@420nm % 27, >24 27, >24

Peak-to-Valley Ratio 3.5, >2.8 3, >2.5
Transit Time Spread (FWHM) ns 12, <15 2.7, <3.5

Dark noise rate @0.25 PE Hz 20k, <30k 10k, <50k
Rising Time/Falling Time ns 1.7/12 5/9
Pre-pulsing/After-pulsing % 0.5/1.0 (count) 1.5/15(charge)
High Voltage@107Gain V 2500, <2800 2000, <2500

Non-linearity(0∼1000PE) % 10 10

Radioactivity of Glass ppb

238U:50 238U:400
232Th:50 232Th:400

40K:20 40K:40

There is also a 2 GB DDR3 memory in the GCU enabling to handle high trigger
rate events, e.g. supernova neutrinos events.

— Back End Card (BEC). It is used to link the GCU to the DAQ and trigger systems.
Its main task is to transfer the data, handle the synchronous signals and distribute
the power.

Figure 3.4 – The LPMT system readout scheme. The wet (underwater) electronics,
including the HVU and GCU etc., are contained in the underwater box. The FADC
unit embedded in the GCU consists of a Front-End Chip (FEC), two Trans-Impedance
Amplifiers (TIA), two drivers, and two ASIC ADCs. Each box hosts the electronics for
three LPMTs. For the dry (on the surface) electronics, one BEC serves for 48 channels.
Taken from [169].
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3.2.2 SPMT Readout System

PMT Instrumentation

The SPMT readout system is introduced as an auxiliary readout system for JUNO
providing an independent energy estimator. It is designed to use 3-inch PMTs, and
because of the small size, the single photoelectron (PE) detection is dominant for the
reactor neutrino signals. Compared to the LPMT energy estimator with the waveform
reconstruction, the SPMT energy estimator, based on the digital PE counting, is much
simple.

The ∼26,000 SPMTs are provided by the HZC (Hainan Zhanchuang Photonics Tech-
nology) company, as shown in Fig.3.3. The specifications of the SPMT are listed in
Tab.3.2.

Table 3.2 – JUNO SPMT (3-inch) specifications [170]. The detection efficiency corre-
sponds to 420 nm photons. The dark noise rate is measured at 0.25 PE.

Characteristics Unit 3-inch PMT (HZC)
Detection Efficiency (QE×CE)@420nm % ∼25, >22

Peak-to-Valley Ratio ∼3.2
Transit Time Spread (FWHM) ns ∼5

Single PE width % ∼33
Dark noise rate@0.25 PE Hz ∼500
Pre-pulsing/After-pulsing % 0.4/4.8
High Voltage@3× 106Gain V ∼ 1100

Radioactivity of Glass ppb

238U<400
232Th<400

40K<200

Readout Electronics

The SPMT electronics is designed primarily to operate in the digital single PE count-
ing mode. Conceptually, the electronics is trigger-less and a threshold can be set be-
tween the pedestal and the single PE; once the signal pulse passes the threshold, it will
be counted digitally. The discrimination between the pedestal and the single PE (i.e.
threshold effect) is critical and it requires a low electronics noise level. In addition,
the SPMT electronics can also record the charge information of a signal pulse about its
amplitude and the time over threshold, thus helping for the multi-PE detection.

The schematic of the SPMT electronics is shown in Fig.3.5. The main components
and specifications are listed as follows [171]:

— High voltage splitter (HVS). Two HVS boards serve for 128 SPMTs, each board
holds 8 HV units and these units are grouped by two; for each pair, one unit powers
16 SPMTs and the other serves as a backup.

— ASIC Battery Card (ABC). It consists of two key elements, i.e. the CATIROC
(Charge And Time Integrated Read Out Chip) chips and the FPGA (Field Pro-
grammable Gate Array). Each ABC board serves for 128 SPMTs. Each CATIROC
provides an adjustable threshold common for 16 channels. It can perform the
charge and time measurement by channel. The FPGA is responsible for the data
capture, processing and packaging. The FPGA can receive the sampled data with
charge and time information from the CATIROC, forming the charge data stream.
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It can also register directly and digitally the signal passing the threshold (like a
discriminator), forming a digital PE counting output, i.e. the discriminator data
stream. Moreover, the FPGA can perform the time measurement with high pre-
cision (1 ns), thus being able to record the time over threshold information of
the signal pulse. The two data streams provide an almost deadtime-less readout.
More detailed description of the ABC board will be in Chapter 7 together with
some testing results.

— Global control unit. It is almost common to the LPMT and responsible for the
data transfer from the FPGA to the DAQ, the absolute time synchronization etc.

Figure 3.5 – The SPMT system readout scheme. One underwater box hosts the electron-
ics for 128 SPMTs. Two HV splitter boards are place above and below the ABC board.
The GCU, power board and other components are also shown. The wet (underwater)
electronics is connected to the surface with the common design as the LPMT.

3.3 Calibration

The detector response calibration is critical for the energy detection systematics
control, hence the energy scale and energy resolution control. The energy scale represents
the conversion relationship from the observable charge to the true deposited energy with
the non-linearity of great importance. There are two major contributions in the energy
scale non-linearity: 1.) the non-linearity effect during the energy deposition in the LS
(LSNL) caused primarily by the ionization quenching and Cherenkov radiation; 2.) the
non-linearity effect during the charge measurement (QNL) originating from the PMT
and electronics. The energy resolution represents the measurement precision of which
the non-stochastic component is largely affected by the position non-uniformity. More
detailed discussions about the energy scale and energy resolution are in Chapter 6.

The energy scale non-linearity and the position non-uniformity calibrations are the
major tasks and drive the design of the multi-source and multi-position calibration sys-
tem, as well as the design of the Dual Calorimetry. This section focuses on the hard-
ware design of the multi-source and multi-position calibration system, while the Dual
Calorimetry is addressed in Chapter 4, 5 and 6.

3.3.1 Calibration Sources

In order to cover the energy range of the reactor neutrinos, multiple radioactive
sources, mainly gamma sources, are designed, as listed in Tab.3.3. The LS non-linearity
of the positrons (IBD prompt signals) can be deduced from the gamma calibration data.
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A UV laser source centered at ∼260 nm is also designed with a tunable intensity
from a few hundreds keV to TeV level [172], as shown in Fig.3.6. The combination of
the UV laser source and the Dual Calorimetry is powerful for the charge non-linearity
calibration, as it will be detailed in Chapter 5.

Apart from the artificial calibration sources, the cosmogenic signals can also be useful
for the calibration, and an example of using 12B spectrum for calibration at Daya Bay
can be found in Ref.[173].

Table 3.3 – The designed radioactive calibration sources for JUNO with the radiation
type and emitted energy. Taken from [174].

Source Type Radiation
137Cs γ 0.662 MeV
54Mn γ 0.835 MeV
60Co γ 1.173+1.333 MeV
40K γ 1.461 MeV

68Ge e+ annil 0.511+0.511 MeV
241Am-Be n, γ neutron +4.43 MeV (12C*)
241Am-13C n, γ neutron +6.13 MeV (16O*)
(n, γ)p γ 2.22 MeV
(n, γ)12C γ 4.94 MeV or 3.68+1.26 MeV

Figure 3.6 – Design of the UV laser source. The wavelength of the UV laser is centered
at ∼260 nm. The laser intensity can be tuned from hundreds of keV to a few TeV. The
UV photons will be transmitted through the optical fiber, be directed to a diffuser ball
made of teflon and then enter into the LS. Taken from [172].

3.3.2 Calibration System

For achieving the multiple position accessibility, the hardware of the calibration sys-
tem consists of four subsystems [174], as shown is Fig.3.7.

Automatic Calibration Unit (ACU)

The ACU can deploy the calibration sources along the vertical axis (1D) of the CD
with the control of the cable length by spools. The positioning precision is at centimeter
level. Not only the radioactive sources can be used in the ACU, and the UV laser source
can also be attached to the ACU.
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Figure 3.7 – Schematic of the calibration system. Four sub-systems are ACU, CLS, GT
and ROV.

Cable Coop System (CLS)

The CLS [175] can scan the source positions in a 2D half plane by controlling two
cables. Two CLSs are designed for JUNO in two opposite half planes. An independent
ultrasonic positioning system is developed and can be used for CLS to obtain the precise
(centimeter level) source position information [176].

Guide Tube System (GT)

The GT [177] is designed to deploy the radioactive source along a longitudinal circle
outside the acrylic sphere. The cables are attached to the radioactive sources for posi-
tioning with also centimeter level precision. Even though the GT is outside the LS, the
gammas can easily penetrate the acrylic boundary and deposit their energy in the LS.
Thus the GT can be used to calibrate the boundary position non-uniformity.

Remotely Operated under-LS Vehicles (ROV)

The ROV [178] is designed as a supplementary system of ACU, CLS and GT. The
ROV is designed to be capable to deploy the radioactive source in any place of the
LS volume. The independent ultrasonic positioning system can be used for the ROV
to obtain the precise source position information. If needed, the ROV can be used to
calibrate the positions that are not reachable by the other three subsystems.
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3.4 Veto Detectors

The cosmic muon induced backgrounds, such as 9Li/8He and fast neutrons, are ones
of the main backgrounds to reactor neutrino signals, as discussed in Sec.2.1.4. For
reducing the cosmic muon rate, the experimental hall is located ∼700 m underground,
lowering the muon rate to ∼0.003 Hz/m2. The average muon energy is about 200 GeV.
For tagging the muons and rejecting muon induced backgrounds, two veto detectors, i.e.
a water Cherenkov detector and a Top Tracker detector, will be built. Certainly, the
central detector with the LPMT and SPMT systems will also contribute to the muon
induced background veto, as studied in Ref.[179, 180]. The earth magnetic field will affect
the PMT properties, so a shielding system based on compensation coils, generating a
magnetic field opposite to earth magnetic field, will be included in the veto system [181].

3.4.1 Water Cherenkov (WC) Detector

The WC detector is composed of 35 kton ultra pure water in the water pool and
∼2000 20-inch PMTs, as illustrated in Fig.3.1. The Tyvek films are coated on the water
pool and the CD surfaces to increase the light detection. A water circulation system will
be built to keep the water quality with the radon removal [182]. The detection efficiency
for cosmic muons is estimated to be larger than 95% [183].

3.4.2 Top Tracker

The Top Tracker (TT) is a 3-layer muon tracker on top of the water pool with
the capability of precise muon tracking. The TT consists of 62 walls made of plastic
scintillator strips inheriting from the OPERA experiment [184], covering about 60% of
the top surface. The dimension of each TT wall is 6.8m×6.8m. Each TT wall is composed
of eight modules, and each module has 64 scintillator strips read out by the wave length
shifting (WLS) fibres coupled to two 64-channel multianode PMTs. The schematic view
of Top Tracker is shown in Fig.3.8.

Figure 3.8 – Schematic view of the Top Tracker (left) and a TT wall (right).
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3.5 Other Detector Related Systems

The JUNO experiment has also other important systems as detailed in Ref.[165],
they are briefly listed as follows:

Data Acquisition System (DAQ)

The DAQ is responsible for the data acquisition of the different subsystems including
the LPMT readout, SPMT readout, the Top Tracker and the water Cherenkov detector.

Detector Control System (DCS)

The DCS is responsible for monitoring the running status of the experiment equip-
ment including the high voltage, electronics, calibration system, water system, gas sys-
tem, power supply, environment of experimental hall, etc.

Software

The JUNO offline simulation software is based on the SNiPER (Software for Non-
collider Physics ExpeRiment) framework with dependencies on external packages in-
cluding ROOT, Geant4, Python, CLHEP and Boost. The software includes the detector
geometry description, the physics generator, the detector simulation and electronics sim-
ulation, etc. It is widely used for the Monte Carlo (MC) simulation studies in JUNO
collaboration in order to optimize the detector parameters and the reconstruction meth-
ods, and also to study the physics sensitivity. A large amount simulation work in this
thesis is based on the JUNO offline simulation software.

JUNO-TAO

The Taishan Antineutrino Observatory (TAO or JUNO-TAO) is the satellite experi-
ment of JUNO [150]. The TAO detector is located at ∼30 m from the Taishan NPP. The
major tasks of the TAO experiment are 1) to provide a reference reactor νe spectrum for
JUNO, in order to eliminate the model dependence of the unknown fine structure in the
spectrum [185], 2) to provide a benchmark measurement to test the nuclear databases.

The TAO detector is based on a 2.8 ton gadolinium-doped LS with 10 m2 silicon
photomultipliers. The photoelectron yield is expected to be unprecedentedly about 4500
PE per MeV corresponding to ∼1.5% energy resolution at 1 MeV. The detector is de-
signed to operate at -50 ◦C in order to reduce the dark noise of the SiPMs.
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Dual Calorimetry Concept

The JUNO central detector has two readout systems surrounding the common liquid
scintillator (LS) as detailed in Sec.3.2. As the initial readout design of JUNO, the LPMT
system is based on the 20-inch PMTs and the FADC (flash analog-to-digital converter)
electronics [165]. Its charge measurement is realized through the reconstruction of the
PMT pulse waveform. The LPMT readout system pursues maximal photo-coverage
while balancing the economic cost on the PMTs and electronics. The second readout
system, i.e. the SPMT system, was first proposed in 2014, and fully approved in 2016.
It is designed to utilize small size (3-inch) PMTs and the digital photoelectron (PE)
counting based electronics in order to perform the charge measurement in a robust and
independent way compared to the LPMT. The two independent readout systems are
linked through the common exposure to the same energy deposition inside the LS, con-
stituting the Dual Calorimetry design. This design allows the direct readout response
comparison between the two systems. It provides some unique insights for the calorime-
try systematics control, which will be addressed in this chapter.

In this chapter, the motivation of bringing the second calorimetry, i.e. the SPMT
system, hence the Dual Calorimetry design, is presented in Sec.4.1. Then the principle
of Dual Calorimetry is explained in Sec.4.2. At last, several possible Dual Calorimetry
implementations are briefly discussed in Sec.4.3, and the most important implementation,
namely channel-wise implementation, will be explained in detail in Chapter 5.

4.1 JUNO Challenge and Motivation of Dual Calorimetry

As presented in Sec.2.1 and 2.2, the neutrino MO determination and oscillation pa-
rameters measurement, as the primary physics goals of JUNO, rely on the high precision
measurement of the reactor νe energy spectrum [100, 130, 186, 131]. This high precision
measurement imposes several unprecedented experimental requirements listed as follows.

(1.) The world’s largest (∼20,000 tons) LS is designed as target medium in order
to obtain high statistics (∼100,000 reactor νe IBD events) within a reasonable period
of time (∼6 years). The detector size predominantly specifies the single channel optical
acceptance range. This range corresponds primarily to the solid angle variation between
the single PMT and the event vertex, as the event could happen anywhere in the detector
volume. At JUNO, this single channel optical acceptance range is more than 2 orders
of magnitude due to the large detector size. In addition, the reactor neutrino energy
range (roughly 1∼10 MeV) gives 1 order of magnitude variation. So the detector size
together with the reactor neutrino energy range defines a 3 orders of magnitude dynamic
range in terms of the single channel mean illumination. Here, the single channel mean
illumination represents the average charge detection at one channel for a certain energy

53
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deposition occurring at a certain position in the detector volume. Emphatically, this
dynamic range is at least 1 order of magnitude larger than that of the previous reactor
neutrino LS experiments, such as Daya Bay, Double Chooz, Kamland and RENO.

(2.) The energy resolution is desired to be better than 3% at 1MeV, given the
following model:

σE
E

=

√
σ2
stochastic

E
+ σ2

non−stochastic(E). (4.1)

The stochastic term of the energy resolution drives the design of the light production
and light collection both to be as high as possible. For achieving the high light produc-
tion, the JUNO LS is designed to have the highest possible light yield (∼104 photons
per MeV) and high transparency (attenuation length larger than 20 meters) that reduces
the light loss during propagation. For achieving the high light collection, around 18,000
high detection efficiency (∼27%) 20-inch PMTs will be installed, covering ∼75% of the
LS surface. The detected light (or PE) yield is expected to be larger than 1200 PEs per
MeV, which is more than 2 times higher compared to the current highest PE yield LS
detector, i.e. ∼500 PE/MeV in Borexino [53].

(3.) The non-stochastic term of the energy resolution is aimed to be controlled better
than 1% assuming the energy resolution model of Eq.(4.1). The current best control of
the non-stochastic term in reactor neutrino LS experiments is about 2% [30, 93, 187], if
fitting to the energy resolution model of Eq.(4.1).

The energy scale, i.e. the conversion relationship from the direct observable to the
true energy, should be accurate and its uncertainty is aimed to be controlled at sub-
percent level. The energy scale including the non-linearity, non-uniformity and non-
stability will be defined and discussed in Chapter 6. The control of energy scale and
energy resolution non-stochastic term imply the calorimetry systematics control, which
is realized mainly through the dedicated calibration of detector responses, including non-
linearity, non-uniformity and non-stability.

The points (1.) and (2.) make JUNO be the largest and highest PE yield LS
detector ever built. Meanwhile, these two points result in the main challenge for JUNO,
i.e. calorimetry systematics control, especially for the non-linearity control during the
charge measurement, referred to as charge non-linearity and noted as QNL.

Specifically, for each single LPMT, the aforementioned vast mean illumination dy-
namic range (3 orders of magnitude) and high PE yield (∼1200 PEs per MeV) lead to
a 2 orders of magnitude charge detection variation, i.e. 1 ∼ 102 PE. The current best
QNL control is about 1% in 1 ∼ 10 PE range through the waveform reconstruction. For
example, Fig.4.1 shows the Daya Bay single channel residual QNL from the PMT pulse
waveform reconstruction in the FADC based electronics system, and ∼1% residual QNL
is achieved with a data tuned electronics simulation [173].

However, as for the 1 ∼ 102 PE charge detection range, no LS detector has ever
experienced such a vast dynamic range along with sub-percent precision requirement.
A lot of effects during the charge measurement can introduce non-linearity, such as the
electronics noise, the overshoot, the integration time window and even the waveform
reconstruction algorithm.

The unnoticed QNL beyond the traditional calibration capability can directly enlarge
the energy scale uncertainty or even bias the energy scale. Thus it can affect detector
ability to realize the physics measurements. Some studies show that a small uncalibrated
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Figure 4.1 – Residual QNL of the waveform reconstruction for a single channel in the
FADC based electronics system of the Daya Bay experiment. The QNL control is esti-
mated with an electronics simulation tuned to data. Taken from Ref.[173]

Figure 2-12: ∆χ2 distribution as functions of the free parameters |∆m2
ee|, where the normal MH

is assumed, and the plus (left) and minus (right) signs of the non-linearity curves in Fig 2-11 are
implemented, respectively. The dashed and dotted lines are for the cases with reduced sizes of the
non-linearity.
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Figure 2-13: The non-linearity models with the largest effects of mimicking between the normal
MH and inverted MH.

50

Figure 4.2 – The non-linearity defined in Ref.[188] to illustrate the importance of energy
scale non-linearity control for the MO determination. The energy non-linearity is defined
as the ratio of reconstructed energy Erec to real energy Ereal as a function of the visible
energy. If the energy scale has an unnoticed non-linearity as the red dashed (blue solid)
curve for the NMO (IMO), and this non-linearity is not included during the energy
reconstruction from data, then the analysis of the energy spectrum would lead to a wrong
MO result. Because in the scenario of the NMO (IMO) and the red dashed (solid blue)
non-linearity, the pattern of the reactor neutrino disappearance probability of Eq.(2.1)
regarding the atmospheric term will be exactly the same as in the IMO (NMO) case.
Taken from Ref.[188].
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non-linearity in energy scale could lead to a substantial misinterpretation of the MO dis-
covery significance [130, 188, 189], as illustrated in Sec.2.1.6. The study in Ref.[188] even
pointed out that the unnoticed non-linearity in the energy scale with the form displayed
in Fig.4.2 would lead to a wrong neutrino MO result.

Another essential fact is that the QNL effects occur at the readout level, i.e. PMT,
electronics and DAQ including the interface in between. Other detector response effects,
such as the non-linearity during energy deposition in LS (LSNL) and the non-uniformity
during light collection (NU), all need to be read out. It turns out that the QNL at
readout level is normally degenerated with other effects, thus causing the ambiguity be-
tween non-linearity and non-uniformity. For instance, the QNL can mimic some detector
nonuniform response as illustrated in Fig.4.3. Once the QNL becomes a main constraint
for understanding the whole detector response, on the one hand, it is not trivial or even
impossible to perform an independent calibration of the QNL because of the degener-
acy. On the other hand, it can affect the modelings of the LSNL and NU. In a word, the
proper handle of the potential LPMT nonlinear charge response has great importance for
the calorimetry systematics control, hence the neutrino oscillation physics measurements
foreseen by JUNO.

The challenges of the systematics control in the LPMT calorimetry can be summarized
as the diagnosis and calibration of the QNL and the disentanglement of the degener-
acy between the non-linearity and non-uniformity. Given these challenges, the second
readout system, i.e. the SPMT system, is conceived for JUNO, constituting the Dual
Calorimetry design, for providing some insights for the calorimetry systematics control.
The Dual Calorimetry is designed to perform the direct response comparison between
the LPMT calorimetry and the SPMT calorimetry. Through this comparison, the degen-
eracy between the charge response effect and other response effects can be broken down.
Thus it provides a unique way to isolate the charge response effect which has been most
challenging in past experiments, as will be explained in detail in the next section.

Because of the small size of 3-inch PMT, i.e. roughly 50 times smaller than the
20-inch PMT for the photo-cathode surface, the charge detection of SPMT is dominated
by the single PE. Therefore, the charge estimation of the SPMT can be realized through
the PE counting technique while bypassing the complexity of charge integration (such
as waveform reconstruction). The robustness of PE counting (upon possible correction)
ensures the charge linearity of the SPMT by design, which will be demonstrated in the
Sec.5.4 with the Dual Calorimetry implementation. Thus, in short, the Dual Calorimetry
is designed to utilize the SPMT as the linear in-detector reference to the LPMT aiming
for the LPMT QNL calibration.

In brief, the Dual Calorimetry design is motivated by the high precision neutrino
oscillation measurement at JUNO. It aims to contribute to the calorimetry systematics
control including both energy scale and energy resolution through the direct QNL cali-
bration and possibly other scrutiny approaches, as will be illustrated and demonstrated
later.

4.2 The Principle of Dual Calorimetry

The Dual Calorimetry always implies the response comparison between the LPMT
and SPMT calorimetries to the common energy deposition. This statement involves three
concepts that matter the Dual Calorimetry. In order to facilitate the explanation of the
Dual Calorimetry principle, these concepts, i.e. the energy deposition, the calorimetry
response and the response comparison, are introduced as follows.
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Figure 4.3 – The non-uniformity (NU) bias induced by the charge non-linearity (QNL).
The upper figure is the nonuniform response of the LPMT system simulated by using
the electrons sources with fixed energy (8 MeV kinetic energy) as a function of the
source position along detector radius. (z-axis, 0 m means the detector center and 17.7 m
means the detector top). The black curve corresponds to the true nonuniform response,
meaning a perfect linear charge response. The red curve corresponds to the reconstructed
nonuniform response by assuming a large QNL (about 50% over 1∼100 PE, defined in
Eq.(4.5)). The response is normalized to the detector center. The lower figure represents
the ratio of the reconstructed NU to the true one. This ratio is also normalized to the
detector center, and it should be 1 if there is no QNL effect and it biases from 1 due to
the QNL.

First, for the energy deposition, it can correspond to neutrinos, radioactive sources,
light sources, cosmogenic signals or other signals.

Second, for the calorimetry response, it contains typically the energy deposition re-
sponse, the detector nonuniform response, the readout charge response and the detector
non-stability response. Since the non-stability effects mainly make sense when the detec-
tor is running, and this thesis focuses on the simulation study, the detector non-stability
response is not discussed but should be contemplated in the future.

Last, as for the Dual Calorimetry response comparison, it can be done at different
levels, e.g. the two systems comparison, the single LPMT to the SPMT system com-
parison, the single LPMT to the single SPMT comparison and other comparisons in
the intermediate cases. Some of the comparisons can be meaningful for implementa-
tion, while others are challenging. The possible Dual Calorimetry implementations will
be discussed in Sec.4.3. In this section, the main purpose is to illustrate the principle
of Dual Calorimetry while avoiding the implementation details. In order not to loose
the generality, the LPMT and SPMT response comparison has general meaning in this
section, unless it is specified for a given level comparison. Since the Dual Calorimetry
always means the response comparison, the wording "response relation" between the two
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systems is used to represent this comparison.
After clarifying these concepts, the explanation of the Dual Calorimetry working

principle can be started from classifying the types of response relations. In this thesis,
the response relations will be classified into three categories, according to whether there
exist the common effects or not. These three categories are:

a.) the fully correlated response relation indicating the energy and particle depen-
dent LS non-linearity (LSNL).

b.) the partially correlated response relation indicating the position dependent
non-uniformity (NU).

c.) the uncorrelated response relation indicating the energy, position and also
particle dependent charge non-linearity (QNL).

4.2.1 Fully Correlated Response Relation

As mentioned in Sec.3.1, the photon production in the LS is not linear with respect
to the deposited energy, primarily owing to the ionization quenching and the Cherenkov
radiation. This nonlinear response, i.e. LS non-linearity (LSNL), is typically particle
and energy dependent. Due to the fact that the LPMT and SPMT are both installed in
the central detector viewing the common LS, they are always exposed to the same energy
deposition inside the detector. Therefore, the LS nonlinear response, noted as RLSNL, is
common hence fully correlated to the LPMT and the SPMT. So, the LS response ratio
between the LPMT and the SPMT is constant as illustrated in Fig.4.4.

RLPMT
LSNL

RSPMT
LSNL

= constant (= 1 after normalization). (4.2)
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Figure 4.4 – The LS response ratio between the LPMT and SPMT systems. The LS
response is simulated with energy deposition of electrons. The response ratio is shown
as a function of the electron kinetic energy, while the electron source is kept at the center
of the detector. Since only the absolute source energy is variable in this case and the
Dual Calorimetry is immune to this absolute source energy changing, this response ratio
is constant and becomes 1 after normalizing it to 1MeV.
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TheRLSNL is always canceled upon the LPMT and SPMT calorimetry response com-
parison. This implies the Dual Calorimetry is immune to any absolute source changing
and bias in itself.

4.2.2 Partially Correlated Response Relation

The photon collection by the PMTs is, in general, position dependent. The position
here can be understood as the relative position between the event vertex and PMT.
When comparing the photon collections between the LPMT and the SPMT, there are
some common effects and also some independent effects. The event vertex position
where the energy deposition actually happens, as well as the photon propagation in
the LS, are common for the LPMT and the SPMT. These common effects do not yet
involve the PMT information, neither the PMT position nor PMT optical properties,
so they are fully correlated. However, once the PMT itself is considered as the active
object for the photon collection, this fully correlated relation is broken to some extent.
Specifically, each PMT position and arrangement (i.e. the solid angle between event
vertex and PMT) are different, and each PMT could have different optical properties
such as quantum efficiency and collection efficiency. The PMT-to-PMT difference exists
between the LPMT and the SPMT and also among the LPMTs (or SPMTs).

When focusing on a single PMT, these PMT-to-PMT differences will induce signifi-
cant photon collection difference. For example, Fig.4.5 illustrates several possible cases
regarding the single channel photon collection difference in terms of the response ratio
between a single LPMT and the SPMT system.
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Figure 4.5 – The response ratio between a single LPMT and the SPMT system as the
function of the source position along the detector radius. For the x-axis, from 0 m
to 17.7 m, the source position is moved from the detector center to the detector top.
The electron source kinetic energy is fixed. This ratio is normalized to detector center.
The black, blue and red curves correspond to a single LPMT at the top, equator and
bottom of the detector respectively. The three LPMTs all have the total SPMT system
for comparison respectively. For this kind of comparison, the PMT-to-PMT differences
induce significant photon collection difference.
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When focusing on the whole LPMT and SPMT systems comparison, the total PMT-
to-PMT differences of all channels will be compromised at detector level by arranging the
PMTs as uniformly as possible. But they can not be totally eliminated and still exist as
the NU difference between the two systems. Especially for the events happening at the
detector edge, the NU difference is significant between the two systems. As illustrated
in Fig.4.6, while changing the source position (or event vertex position), the response
ratio between the LPMT system and the SPMT system is not constant and varying a
lot when the source is placed towards the detector edge.
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Figure 4.6 – The response ratio between the LPMT and SPMT systems with respect to
the electron source position along the detector radius. The electron source kinetic energy
is fixed. This ratio is normalized to the detector center. The nonuniform responses of
LPMT and SPMT are partially correlated. When the source is placed within a certain
region (i.e. radius smaller than 13 meters), this correlation is strong as this ratio is
approximately constant. When the source is placed towards the detector edge, the NU
difference between the two systems is significant as this ratio varies a lot.

All these common effects and independent effects during photon collection contribute
to the nonuniform response, noted as RNU . The nonuniform responses of the LPMT
and the SPMT are considered as partially correlated, meaning:

RLPMT
NU

RSPMT
NU

6= constant. (4.3)

The proper treatment of the partially correlated nonuniform responses is critical
for the Dual Calorimetry implementations, of which the goal is to cancel the partially
correlated responses between the two systems. The details will be discussed in Sec.4.3
and also in Chapter 5.
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4.2.3 Uncorrelated Response Relation

The photoelectrons collected at first dynode1, as primary electrons, are multiplied by
the first dynode until the last dynode, and are then sent to the anode. The anode collects
the secondary electrons produced in the dynodes cascade process and outputs the electron
current to the external electronics. The electronics reads the PMT signals, digitizes and
processes the signals, and then transfers the data to the data acquisition system. The
raw charge information is then recorded and used for reconstruction. All the processes
described above are, in short, considered as the charge measurement implemented at
single channel level. The charge reconstruction being the first stage has direct impact on
the subsequent event reconstruction processes. The charge measurements of the LPMT
and SPMT are designed to be independent and different (i.e. charge integration vs PE
counting), hence are considered as uncorrelated.

The channel-wise charge response depends on, in general, the number of PEs collected
by the single PMT (i.e. charge dependent) and the time profile of these PEs. It can also
be channel dependent due to the channel-to channel difference.

Charge Dependence

The number of PEs collected by the single PMT depends directly on the deposited
energy and the solid angle (or relative position) between the event vertex and the PMT.
In other words, the channel-wise charge dependence is effectively contained in (not equiv-
alent to) the event-wise energy dependence and position dependence.

The LPMT has a 20-inch diameter, resulting in a large charge detection range. For
the reactor νe IBD events, the charge fraction of the LPMT, in terms of the number of
PE collected at the single PMT, is shown in Tab.4.1. This table indicates that, for the
LPMT, a non-negligible fraction of charge is measured at high PE region, up to 102.

Table 4.1 – The charge fraction in terms of the number of PE collected at the single
PMT for the reactor νe IBD events. 100,000 reactor νe IBD events uniformly
distributed in detector volume are simulated for this calculation. The charge
fraction for the LPMT and the SPMT are both shown.

1PE 2∼5PE 5∼10PE 10∼20PE 20∼50PE 50∼100PE >100PE
LPMT 42.56% 40.54% 8.74% 5.12% 2.80% 0.24% 0.003%

SPMT 95.19% 4.80% 0.01% 0% 0% 0% 0%

Given the vast charge detection range of the LPMT, the FADC based electronics are
designed to record the PMT pulse waveform. The accuracy of PMT waveform recon-
struction is critical for the direct charge measurement. A lot of effort has been done and
is still ongoing in order to improve the accuracy of PMT waveform reconstruction, such
as deconvolution method, waveform fitting and machine learning [190, 191, 192, 193]. A
∼1% residual QNL control has been reached in 1∼10 PE range, as illustrated in Fig.4.1.
But the precise QNL control with respect to the range of 1∼ 102 PE remains challenging.

Based on the current best channel-wise QNL control, i.e. ∼1% in 1∼10 PE, an
extrapolated simple channel-wise QNL model in 1∼100 PE range is used to conjecture
the possible QNL effect at detector level for the LPMT system, as shown in Fig.4.7.a.

1. The dynode PMT is used for illustration here.
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Figure 4.7 – Detector level (or event-wise) QNL manifestation at JUNO in simulation.
The detector level QNL is defined as the ratio between the reconstructed energy and the
visible energy. For the upper figure (a.), the channel-wise QNL is assumed to be ∼10%
over 1∼ 100 PE range, following the toy model of Eq.(4.4) both for the LPMT and the
SPMT, and the charge of each single channel is used to reconstruct the energy of the
event. The channel-wise QNL could induce a ∼0.4% non-linearity for the LPMT (red
curve) at detector level, while only a ∼0.1% non-linearity for the SPMT (blue curve).
For the lower figure (b.), the channel-wise QNL is assumed to be ∼50% over 1∼100
PE range, following the toy model in Eq.(4.5) both for the LPMT and the SPMT. The
channel-wise QNL could induce a ∼2% energy non-linearity for the LPMT (red curve)
event-wise, while only a ∼0.4% non-linearity for the SPMT (blue curve). The simulation
is based on the mono-energy electrons uniformly distributed in detector volume at each
kinetic energy from 1 MeV to 8 MeV with ∼50,000 statistics.
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This simple channel-wise QNL model is at 10% level in 1∼100 PE range and defined
as:

Qrec
Qtrue

=
−0.01

9
Qtrue +

9.01

9
, (4.4)

where the Qtrue is the true charge and Qrec is the reconstructed charge. Given this ∼10%
channel-wise QNL, a ∼0.4% non-linearity in the energy scale is estimated, as shown in
Fig.4.7.a. By assuming 5 times worse channel-wise QNL control (i.e. ∼50% QNL in
1∼100 PE range), as the following model:

Qrec
Qtrue

=
−0.05

9
Qtrue +

9.05

9
, (4.5)

the QNL effect in the energy scale can be up to 2%, as shown in Fig.4.7.b.

The SPMT has a much smaller (3-inch) diameter, hence a much smaller charge
detection range. As shown in Table 4.1, more than 95% of the charge is detected in
single PE regime for the reactor νe IBD events. Based on this fact, the SPMT electronics
is designed to yield the digital PE counting. Specifically, the SPMT is designed to be
triggerless, it can count digitally the signal pulse passing the threshold. Since most
(>95%) of these countings are, in essence, single PEs for the reactor νe IBD events,
the precision of the charge estimation through PE counting is expected to be largely
guaranteed. Detailed SPMT electronics response characterization will be discussed in
Chapter 7. Further corrections for the PE counting can be done in order to accommodate
to specific Dual Calorimetry implementations, which will be introduced in Sec.5.4.

In addition, the SPMT electronics could provide analog charge information about
the signal pulse amplitude and the time over threshold. When several PEs hit a single
SPMT for one event, these analog charge information will be useful for measuring the
charge, thus helping the multi-PE charge measurement.

In brief, the SPMT charge detection is robust and redundant by design, hence it can
be considered as the charge linear reference to the LPMT. Even though by assuming that
the SPMT suffers the same level channel-wise QNL as the LPMT (i.e. same QNL model),
due to its small charge detection range, the QNL effect at detector level (event-wise) is
much less significant than that of LPMT, as shown in Fig.4.7.a and Fig.4.7.b. And the
SPMT is still a relative linear reference to the LPMT in these cases. The limiting (or
worst) QNL of the SPMT such that the SPMT is no longer a linear charge reference for
the LPMT will be investigated in Sec.5.5.4.

Time Profile Dependence

The channel-wise charge response depends also on the time profile of the PEs col-
lected at the PMT. This time profile corresponds to, in essence, the decay time profile of
the LS, i.e. de-excitation of the molecules in the LS. There are two main contributions
to the time profile dependence as explained next.

The first contribution is the particle dependent time profile effect during the en-
ergy deposition [159]. This is a well-known effect, for instance the optical photons,
positrons/electrons/gammas, protons and alpha particles exhibit different time profiles,
and some testing results can be found in Ref.[194, 195, 196]. To illustrate this point, the
simulated results of the time profiles with the JUNO LS are shown in Fig.4.8 where the
UV laser photon and the positron (or gamma) have different time profiles.
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Figure 4.8 – Particle dependent time profile. The simulated LS decay time profile at
JUNO for positrons (black), gammas (red) and 266 nm UV laser photons (blue). The
positron source, gamma source and UV laser source are all simulated at the detector
center. The x-axis corresponds to the time when the photons are converted to PEs and
collected by PMTs. In order to do the comparison, the three time profiles are aligned at
the maximal point of the normalization.
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Figure 4.9 – Position dependent time profile. The simulated LS decay time profile at
JUNO for two different cases. (1.) The electron source is simulated at the top of detector
volume (17 meters to detector center). The time profile of the PEs collected by the closest
PMT to source position is shown as the red curve. (2.) The electron source is simulated
at detector center. The time profile of the PEs collected by the same PMT used in (1.)
is shown as the black curve. The distance between the source and the PMT of case
(1.) is closer than that of case (2.). So the time profile for case (1.) is faster than case
(2.). The x-axis corresponds to the time at which the photons are converted to PEs and
collected by PMTs. In order to do the comparison, the two time profiles are aligned at
the maximal point of the normalization.
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The second contribution is the position dependent time profile effect which is af-
fected by the Rayleigh scattering (dominant) as well as the absorption and re-emission
processes during the photon propagation. The probability for the photons got scattered
or absorbed and then re-emitted is proportional to the distance between the PMT and
the event vertex. This can be understood as the Rayleigh scattering length and ab-
sorption length of the LS component in Fig.4.10 [197, 198, 199]. Once photons are got
scattered or absorbed and then re-emitted, these processes cause some time delay.

Fig.4.9 shows the simulated time profile for the events occurring close to the PMT
and the events occurring far to the PMT respectively. When the distance between the
event vertex and the PMT is closer, the scintillation photons will travel, in average, less
distance; therefore, the probability that the scintillation photons got scattered is lower;
it results in a smaller time delay hence a faster time profile.

Figure 4.10 – Measured absorption length of each LS component and total absorption,
superimposed with Rayleigh scattering length. LS mixture is composed of LAB, PPO
(2.5 g/L) and bis-MSB (1 mg/L). These lengths represent the scattering or absorption
probabilities of the photons in LS. When the length is small, it indicates higher scattering
or absorption probability. Taken from Ref.[197].

The particle and position dependent time profile can affect the multi-PE detection,
since when the time profile is faster, the pile-up effect will be more significant for multi-
PE. Seeing that the multi-PE hitting one PMT is frequent for the LPMT, the time profile
effect could affect the LPMT charge measurement. However, the SPMT is mainly in the
single PE detection mode, and the multi-PE detection is rare. Consequently the SPMT
charge measurement is robust and largely immune to the time profile effect.

Channel Dependence

Since the charge measurement is performed channel-wise and each single channel
could not be exactly identical, the channel-to-channel difference leads to potential chan-
nel dependent charge response effect. This is particularly important for JUNO, since
two types of 20-inch PMT, i.e. MCP-PMT and dynode PMT, are used. The implication
is that any channel-wise treatment should take the channel dependence into account.
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Summary of the Uncorrelated Responses

The LPMT and SPMT charge measurements are designed to be different both from
the charge detection range point of view and from the charge detection mechanism point
of view, thus they are fully uncorrelated. The charge responses of the LPMT and the
SPMT are noted respectively as:

RLPMT
QNL and RSPMT

QNL . (4.6)

4.2.4 Response Comparison

As mentioned above, the Dual Calorimetry always means the response comparison
between the LPMT and the SPMT. To summarize all the aforementioned response fea-
tures in a simple manner, the full calorimetry responses of the LPMT and SPMT are
written respectively as,

RLPMT = RLSNL · RLPMT
NU · RLPMT

QNL , (4.7)

RSPMT = RLSNL · RSPMT
NU · RSPMT

QNL . (4.8)

The reason to write RLSNL, RNU and RQNL in multiplication is that these different
terms are conceptually independent. Even though this independence could be not totally
valid due to the actual experimental complexity, it is still meaningful to separate these
terms conceptually.

The basic principle of the Dual Calorimetry can be understood through the full
calorimetry response comparison between the LPMT and the SPMT, i.e. Eq.(4.7) and
Eq.(4.8). The fully correlated RLSNL terms are canceled. The partially correlated terms
RLPMT
NU and RSPMT

NU can be canceled with careful treatment according to the actual im-
plementation as will be explained in the next section. Then only the uncorrelated charge
response terms RLPMT

QNL and RSPMT
QNL are left. Thus the comparison of the full calorime-

try responses becomes the direct readout charge response comparison, expressed as the
following ratio:

RLPMT

RSPMT
=
RLPMT
QNL

RSPMT
QNL

. (4.9)

Since the SPMT charge measurement is robust and linear by design, the potential no
linear charge response of the LPMT can be diagnosed and possibly be calibrated through
the Dual Calorimetry approach. Moreover, once the QNL can be calibrated indepen-
dently, the LSNL and the NU control can eliminate the QNL ambiguity, hence the overall
calorimetry systematics control can be improved.
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4.3 Dual Calorimetry Possible Implementations

As mentioned in Sec.4.2, the response comparison between the LPMT and the SPMT
can be done at different levels (e.g. the two systems comparison and the single channel
to the system comparison) with different signals (e.g. neutrinos, radioactive sources,
optical photon sources and cosmogenic sources). This section will discuss the basic ideas
of several possible Dual Calorimetry implementations.

4.3.1 Dual Calorimetry Calibration Channel-wise

Since the QNL takes root at single channel level, it leads naturally to explore the
channel-wise Dual Calorimetry for possible direct QNL calibration. The potential goal
of this implementation is defined to control directly the charge response for each LPMT.
As for the SPMT serving as the linear reference, from reducing the statistical fluctuation
point of view, the usage of the full SPMT system would be preferable. However, other
options of the using of SPMT could also be possible.

When focusing on the single LPMT, the photon collection is strongly position de-
pendent and not fully correlated between the LPMT and the SPMT, as explained in
Sec.4.2.2 with Fig.4.5. But there are several ways to overcome this challenge. For ex-
ample by fixing the source position, the nonuniform response difference is then fixed. If
the source energy can be tuned to cover the LPMT charge detection range at one fixed
position, this nonuniform response difference remains constant, thus it can be factored
out. Then this channel-wise approach can isolate the QNL and provide possible cali-
bration for each LPMT. The technical details and performance of this approach will be
explained in the next chapter, together with another channel-wise approach which can
deal with a scanning source position.

In brief, the channel-wise Dual Calorimetry is supposed to provide the direct, data-
driven and powerful handle for the potential QNL of the LPMT, thus contributing to
the high precision energy measurement for the neutrino oscillation physics.

4.3.2 Dual Calorimetry with Neutrino Oscillation

Even though the energy resolution of the SPMT system is relative poor (∼18% at
1 MeV), it can still measure the "slow&big" oscillation parameters (∆m2

21 and sin2 θ12)
with a similar precision compared to that of the LPMT system, as illustrated in Fig.4.11
or Tab.4.2.

Since the neutrino events are common for the two systems, the LS responses are fully
correlated. The partially correlated nonuniform responses are factorized out when ex-
tracting the neutrino oscillation parameters from the spectral analysis in the two systems
respectively. Thus the measured values of these two parameters from the two systems are
sensitive to the charge responses and could shed light on the potential charge response
issues.

Table 4.2 – sin2 θ12 and ∆m2
21 sensitivity with LPMT system and SPMT system. Results

taken from [200]

sin2 θ12 ∆m2
21

LPMT 0.59% 0.34%

SPMT 0.63% 0.39%
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Figure 4.11 – LPMT and SPMT sensitivities on the "solar" oscillation parameters sin2 θ12

and ∆m2
21. The LPMT has ∼3% energy resolution at 1MeV. The SPMT has ∼18%

energy resolution at 1MeV. The two systems have similar sensitivity on these two pa-
rameters. Taken from [201].

4.3.3 Other Possible Implementations

— Dual Calorimetry event-wise
The event-wise implementation was one of the original ideas of the Dual Calorime-
try. It aims to help understanding the charge response of the entire LPMT system
by exploiting the calibration sources with the SPMT system as a reference. From
the whole PMT system point of view, it is critical to deal with the NU difference
between the two readout systems, as illustrated in Fig.4.5.
The idea to use a double ratio was proposed for the event-wise Dual Calorimetry.
The double ratio could be defined as,

Double Ratio =

RLPMT
data

RLPMT
MC

RSPMT
data

RSPMT
MC

=
RLPMT
data

RSPMT
data

· R
SPMT
MC

RLPMT
MC

, (4.10)

where the RLPMT
data and RSPMT

data are the full responses of the LPMT and SPMT
systems based on data, and theRLPMT

MC andRSPMT
MC are the full responses based on

the Monte Carlo (MC) simulation. This double ratio approach relies on a reference
which needs to be built heavily through the MC simulation. This MC reference
needs to be further explored in order to properly deal with the NU difference
between the two systems. And the MC accuracy would be critical and challenging.
Nevertheless, since the channel-wise implementation by construction can provide
a direct and data-driven QNL control, there is a priori less urgency to explore the
challenging event-wise implementation.

— Dual Calorimetry with cosmogenic signals
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The Dual Calorimetry could be possibly implemented through utilizing some cos-
mogenic signals, such as the 12B β spectrum (up to ∼13 MeV) and the Michel
electron spectrum (up to ∼50 MeV) induced by stopping muons. These cosmo-
genic signals provide high energy depositions across the full detector volume. The
two readout systems can provide the independent measurements of the same cos-
mogenic signals. Therefore, the comparison of the measured spectra from the two
systems could provide some diagnosis information on the charge response system-
atics as the LSNL and NU are canceled (or extracted).

Under the basic principle of the Dual Calorimetry, there could be other possible
implementations. The key point among all these implementations can be summarized
as the isolation of the charge response while performing the full response comparison
between the LPMT calorimetry and the SPMT calorimetry. At the same time, the actual
SPMT system performance must meet the designed goal, i.e. negligible or very small
but for sure extremely well controlled QNL. Last, even though the Dual Calorimetry is
born within the JUNO experiment, it could be also meaningful for other experiments in
the sense of calorimetry systematics control, being worth for further exploration.



Chapter 5

Dual Calorimetry Calibration

As elaborated conceptually in the previous chapter, the Dual Calorimetry design is a
unique handle for the potential QNL effects of JUNO. As discussed previously, the QNL
effects take root channel-wise through PMT, electronics, DAQ, and even the charge
reconstruction algorithm. Conceptually, the channel-wise QNL control should be the
most direct approach, as it addresses the problem at its root. This chapter aims to
introduce the channel-wise implementation, named as the Dual Calorimetry calibration
(DCC), for the direct QNL control.

The DCC focuses on the calibration of the potential QNL of the LPMT at sin-
gle channel level using the SPMT as the linear reference. Before explaining the DCC
methodology, the general requirements and prospects of DCC can be beforehand listed
as follows.

(1.) Charge Response Isolation

The DCC specifies the comparison between the single LPMT response (ri,LPMT

with i as the channel label) and the SPMT system response (RSPMT ), expressed as the
following ratio:

ri,LPMT

RSPMT
=
RLSNL · ri,LPMT

NU · ri,LPMT
QNL

RLSNL · RSPMT
NU · RSPMT

QNL

(5.1)

=
ri,LPMT
NU

RSPMT
NU

·
ri,LPMT
QNL

RSPMT
QNL

,

where the subscript of LSNL, NU and QNL represents the liquid scintillator nonlinear
response, the nonuniform response, and the charge nonlinear response respectively. As
explained in Sec.4.2.1, the Dual Calorimetry regardless of the implementation is immune
to the LS response, thus the RLSNL is canceled in Eq.(5.1) by definition. For DCC,
in order to isolate the charge response, it is vital to deal with the nonuniform response
difference between the single LPMT and the SPMT system, i.e. ri,LPMT

NU and RSPMT
NU ,

such that this difference can be eliminated or corrected.

(2.) Charge Non-linearity of Physics Signals

As elaborated in Sec.4.2.3, the channel-wise QNL has a charge dependence and also
a time profile dependence. It is equivalent to the event-wise energy, position and particle
dependence. The QNL of the physics signals should always be targeted while defining
the calibration strategy and deploying the calibration operation. For the JUNO primary

70
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physics, these signals are mainly the reactor νe prompt signal of the inverse beta decay
(IBD) reactions. These physics signals correspond to the positrons uniformly distributed
in the detector volume with the deposited energy roughly from 1 to 10 MeV. For sim-
plicity, the wording of reactor neutrino signal will be used in the following text, and the
IBD reaction and prompt signal are implicit in this expression.

(3.) Channel Dependence

The charge response can be channel dependent because of the potential channel-to-
channel differences in the PMTs and electronics. So it is desired that the DCC should
be designed to calibrate every channel of the LPMT system.

(4.) SPMT Reference

For the SPMT, as the charge linear reference, the usage of the SPMT system, i.e.
∼ 26,000 SPMTs, is preferred for two reasons. The first one is to reduce the statistical
uncertainty for the DCC from the SPMT contribution. The second one is to provide
exactly the same reference for each channel of LPMT in order to have the maximal sen-
sitivity to channel-to-channel charge response differences.

In order to meet the aforementioned (1.) ∼ (4.) requirements of DCC, two method-
ologies are developed, i.e. DCC with UV laser source and DCC with radioactive sources,
which will be explained in detail in Sec.5.1 and 5.2. These two methods have comple-
mentary advantages, and can form a comprehensive QNL calibration strategy for JUNO,
as detailed in Sec.5.3. As it will be demonstrated, the DCC strategy has the capabil-
ity to calibrate effectively the potential QNL of every channel of LPMT for the reactor
neutrino signals. The performance of DCC is presented along with the methodology
introduction in this chapter. The particular role of the SPMT in DCC, especially the
PE counting based linear charge estimation, is discussed in Sec.5.4. Last, in Sec.5.5, the
major systematic effects of DCC are explained, and the outlook for possible higher order
DCC calibration is briefly discussed in Sec.5.6.

5.1 Dual Calorimetry Calibration with UV Laser Source

5.1.1 UV Laser Advantages in DCC

The combination of the Dual Calorimetry and the UV laser source, noted as DCC-
laser, is particularly powerful, because of the unique features of the UV laser source
highlighted as follows:

— The wide range of the laser intensity makes possible to use one source position to
cover the reactor neutrino related charge detection range (i.e. 1∼ 102PE) for every
channel of LPMT.
The benefit brought by using one source position is that the charge response is
isolated by construction while doing the response comparison implied by the Dual
Calorimetry. Since the source position (or event vertex position) is fixed, the
nonuniform response difference between the single LPMT and the SPMT system,
i.e. ri,LPMT

NU and RSPMT
NU in Eq.(5.1), is then constant by definition, thus it is

factorized out. Therefore, the charge response is fully isolated, and the ambiguity
between the QNL and the NU is eliminated by construction.
The benefit brought by the wide range of the laser intensity is that the tunable
laser intensity can reach the 1∼ 102 PE charge detection range for every LPMT
while the source is always kept at one position. It implies that the isolation of the
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charge response can always be achieved. The intensity of the laser source designed
in JUNO can be tuned from a few hundreds of keV to TeV equivalent energy [172],
covering the desired charge detection range. For example, one LPMT is illuminated
in average at ∼60 PE when a ∼8 MeV calibration source is located ∼2.5 meters
away from that LPMT (i.e. the source close to the edge of the detector); the same
illumination level can be mimicked by placing the laser source at the detector center
with ∼1 GeV intensity. The geometrical center of the detector is the ideal position
to deploy the laser source, because it can lighten equivalently every channel of
LPMT simultaneously.

— The UV photon will excite the LS and produce the similar emission spectrum as
the ionizing particles [202]. Therefore it does not make any difference for the PMT
photon detection about whether the LS photons are produced through the UV
photons or through the ionizing particles. The designed UV laser source at JUNO
has 266 nm wavelength, and its spectrum is shown in Fig. 5.1. The LS emission
spectrum induced by the UV laser is centered around 420 nm as shown also in Fig.
5.1.
Another benefit from the LS excitation and emission is that these processes will
make the emitted LS photons further isotropic in all directions. So it can evenly il-
luminate different channels of LPMT when the laser source is placed at the detector
center, particularly for the channels which potentially suffer from some shadowing
effects caused by the laser system [172].

Figure 5.1 – Left figure: UV laser wavelength spectrum in the JUNO laser system.
Right figure: LS emission spectrum when the LS is excited by the UV laser. Taken from
Ref.[172]

.

5.1.2 Methodology

Taking the unique advantages of the UV laser source, DCC-laser aims to yield the
QNL calibration for every channel of LPMT independently covering the 1∼ 100 PE (or
even beyond) charge range. The methodology can be understood in the following three
steps.
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MeV ~ GeV, 
UV laser

Fixed position
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Figure 5.2 – Illustration of the DCC-laser. The UV laser source can be attached to the
ACU (automatic calibration unit) system and placed at the detector center. The laser
intensity can be tuned from MeV to GeV level.

.

Step 1. LPMT and SPMT Response Comparison

By placing the UV laser1 source at the detector center, for a certain laser intensity,
the single LPMT response and the SPMT system response can be characterized by their
corresponding mean illumination respectively. For instance, when the laser source is
placed at the detector center with 1 MeV intensity, a single LPMT will detect in average
∼0.07 PE, and the total SPMT system will detect in average ∼40 PE. While changing
only the laser intensity, the response relation changes correspondingly. When the laser
intensity changes from 1 MeV to 1.5 GeV at the detector center, every single LPMT
will be illuminated equivalently from ∼0.07 PE to ∼100 PE, thus covering the charge
detection range of the reactor neutrino signal. By assuming a linear charge response
of the LPMT, together with the designed SPMT linear charge response, the response
relation between these two is then linear as illustrated with the dashed black curve in
Fig.5.3. However if the LPMT suffers some QNL, e.g. ∼10% over 100 PE as described
in Eq.(4.4), the response relation is then biased compared to the linear case, shown as
the solid red curve in Fig.5.3.

However, the perfect linear charge response of the LPMT is not observable if it suffers
some QNL. Thus it is critical to establish an experimentally feasible reference which can
maximally recover the linear response relation.

1. Due to the extremely low speed of simulating high intensity UV laser events in JUNO software
(Sniper based), the simulation of high laser intensity (up to 1.5 GeV) events are mimicked by using
multiple low energy (≤10 MeV) electrons and generalizing the UV laser time profile obtained with low
intensity to the high intensity events. Thus, the relevant features (i.e. intensity and time profile) of the
UV laser energy deposition can be simulated.



Chapter 5. Dual Calorimetry Calibration 74

0 10000 20000 30000 40000 50000 60000 70000

20

40

60

80

100
 / ndf 2χ  22.78 / 22

p0        0.0007494±0.0002224 − 
p1       06− 1.958e± 0.001462 

 / ndf 2χ  22.78 / 22
p0        0.0007494±0.0002224 − 
p1       06− 1.958e± 0.001462 

 / ndf 2χ  13.42 / 8
p0        0.001021±0.0004411 − 
p1       06− 7.618e± 0.001463 

 / ndf 2χ  13.42 / 8
p0        0.001021±0.0004411 − 
p1       06− 7.618e± 0.001463 

SPMT System Charge (PE)

Si
ng

le
 L

PM
T 

C
ha

rg
e 

(P
E)

Nonlinear response relation

Response relation linear reference

Linear response relation

Figure 5.3 – Response comparison between the single LPMT and the SPMT system.
The UV laser source is kept at the detector center and the laser intensity is varied from
1 MeV to 1.5 GeV. In this case the response relation is only sensitive to the QNL. As the
SPMT is always charge linear, if the LPMT charge response is also linear, the response
relation between these two is then linear as the dashed black curve. If the LPMT suffers
a ∼10% QNL defined with Eq.(4.4), this relation is biased as the solid red curve. The
linear response relation can be reconstructed from the extrapolation of the linear region
in the actual nonlinear response relation, shown as the blue curve.
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Figure 5.4 – The linear region of the response relation between the single LPMT and
the SPMT system. The SPMT is always charge linear based on PE counting by design.
At low laser intensity region, the LPMT is also dominated by the single PE detection,
thus being charge linear. The low laser intensity (or low illumination) region can be
considered as the linear region represented as the solid red curve. The dashed black
curve corresponds to the perfect linear case.
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Step 2. Response Relation Linear Reference

The key feature of the SPMT that can ensure the linearity is its low illumination.
The low illumination makes the SPMT to be dominated by the single PE detection, and
the robustness of PE counting (including corrections which will be discussed in Sec.5.4)
makes the SPMT to be charge linear by design.

Following the same principle as the SPMT, there also exists a single PE dominant
regime for the LPMT in its low illumination region. For example, for the laser intensity
lower than 10 MeV equivalent energy when the source is placed at the detector center, the
mean illumination of the single LPMT is well below 1 PE, thus enabling the PE counting
(upon possible corrections). Then this region can be considered to be charge linear for
the LPMT, as illustrated in Fig.5.4. For simplicity, this thesis defines preliminarily the
laser intensity lower than 10 MeV as the charge linear region of the LPMT in DCC.
However the exact experimental linear region should be defined according to the actual
hardware performance and can be possibly extended.

Through extrapolating this linear region, the linear response relation can be approx-
imately recovered, shown as the blue curve in Fig.5.3. This extrapolated linear response
relation is experimentally feasible and matches largely the perfect linear case, thus being
considered as the response relation linear reference.

To summarize, there are two references to be clarified. One is the SPMT that is
always the linear reference for the LPMT, and this reference is the metric to reveal the
QNL of the LPMT. The other is the response relation linear reference, and this reference
is established to recover effectively the LPMT linear response. These two references are
indispensable for DCC. By comparing the potential nonlinear response relation (solid
red curve in Fig.5.3) with its linear reference (solid blue curve in Fig.5.3), the LPMT
QNL is then diagnosed.

Step 3. Calibration and Performance

Once the QNL is diagnosed through step 1. and 2., the charge bias induced by the
QNL for the LPMT can be shown as a function of the true charge, as illustrated in
Fig.5.5. The diagnosed QNL can be compared with the true QNL, as shown also in
Fig.5.5. It needs to point out that the diagnosed QNL does not perfectly match the true
one due to the systematic effects of the method itself, such as the Poisson statistics and
the PMT charge resolution effects. These effects will be discussed in detail in Sec.5.5.
The diagnosed charge bias (or QNL) is then the correction that can be used to calibrate
the reconstructed charge.

For the moment, the QNL is considered to be only charge dependent. If the LPMT
suffers a ∼10% true channel-wise QNL over 1∼100 PE range, the residual QNL after the
DCC-laser calibration can be controlled at ∼2% level, as shown in Fig.5.5. Even though
by assuming the true QNL of the LPMT as large as ∼50% over 1∼100 PE range, it can
be largely calibrated to ∼5% level, as shown in Fig.5.6.
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Figure 5.5 – DCC-laser performance under the assumption of ∼10% channel-wise QNL
over 1∼100 PE. The upper figure is the LPMT charge bias caused by the QNL as a
function of the true charge. The dashed black curve corresponds to the true charge bias,
and the solid red curve corresponds to the diagnosed charge bias. The lower figure is the
channel-wise QNL. The y-axis is the reconstructed charge (calibrated or uncalibrated)
over the true charge. The dashed black curve corresponds to the true QNL of Eq.(4.4)
(∼10% level), which is considered to be only charge dependent. The solid red curve is
the diagnosed QNL through DCC-laser. The solid blue curve is the residual QNL after
the calibration. A 10% QNL can be calibrated to 2 % level over the 1∼100PE range.
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Figure 5.6 – DCC-laser performance under the assumption of ∼50% channel-wise QNL
over 1∼100 PE (QNL model of Eq.(4.5)). The dashed black curve is the true QNL.The
solid red curve is the diagnosed QNL through DCC-laser. The solid blue curve is the
residual QNL after the calibration. A ∼50% QNL can be calibrated to 5% level over the
1∼100 PE range.

5.1.3 Advantages and Challenges

Advantages

The advantages of DCC-laser approach can be summarized in the following two
aspects.

On the one hand, this approach can be done at one source position. It implies a
perfect isolation of the QNL, since the LSNL and the NU are totally eliminated from
the QNL by construction.

On the other hand, the DCC-laser can be implemented for each channel of LPMT
respectively, while covering the full charge detection range (1∼ 102 PE) of the reactor
neutrino signals, thanks to the wide range of the laser intensity. And it can even go
beyond with higher laser intensity possibly for other physics topics. In conclusion, the
charge dependence and channel dependence of the LPMT QNL control can be well
treated by DCC-laser.

Challenges

The previous assumption of the QNL for one channel is only charge dependent, in
other words, it is only laser intensity (or energy) dependent. While considering the time
profile dependence of the QNL, the challenges of DCC-laser arise.

As illustrated in Sec.4.2.3, the charge response depends also on the time profile of the
collected PEs at the PMT. This time profile is particle and position dependent. Regard-
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ing the reactor neutrino signals, the particle dependence corresponds to the positrons,
and the position dependence corresponds to the uniformly distributed signals.

As for the particle dependence, unlike positrons which excites the LS solvent (i.e.
LAB), the UV photons will directly excite the LS fluor (i.e. PPO) due to its large
optical absorption [197]. The energy transfer from solvent to fluor causes a certain time
delay [196], but the UV laser excitation does not (or much less) experience such a time
delay. Thus the UV laser has a faster time profile than positrons, as illustrated with the
simulated results in Fig.4.8.

As for the position dependence, as explained in Sec.4.2.3, it is dominated by the
Rayleigh scattering, and also affected by the absorption and re-emission processes during
the photon propagation. All these processes are proportional to the distance between
the event vertex and the PMT, resulting in some time delay.

Two cases are specified for the position dependence as follows:
— "Full volume" case: uniformly distributed energy deposition in the full detector

volume.
— "Center" case: energy deposition at the detector center.
The reactor neutrino signal corresponds to the "full volume" case, while DCC-laser

corresponds to the "center" case. Regarding the distance between the PMT and the event
vertex, actually this distance for the "full volume" case can be larger or smaller than that
for the "center" case. However, when it is larger, the single LPMT mean illumination is
well below 1 PE for the reactor neutrino signals, thus being not interesting for the QNL
control. Therefore, the distance between the PMT and the event vertex for the "full
volume" case can be safely considered to be always smaller than that for the "center"
case in the following discussion.

For example if the laser illuminates one LPMT in average at 60 PE with 1 GeV
intensity at the detector center (i.e. roughly 19 meters from the PMT to the event
vertex), the positrons (related to the reactor neutrinos) with 8 MeV deposited energy
should be located much closer (i.e. roughly 2 meters) to that LPMT in order to get the
same illumination. In this case, there will be more time delay caused by the scattering
processes for the "center" case.

In conclusion, from the position dependence point of view, the time profile for the
"center" case is, in general, slower than that for the "full volume" case.

If both the particle dependence and the position dependence are considered for the
time profile effect, the case of UV laser at the detector center has a faster effect (i.e.
particle dependence) and also a slower effect (i.e. position dependence) compared to the
reactor neutrino signals (i.e. positrons uniformly distributed in the full detector volume).

Currently, it is challenging to describe the time profile impact on the QNL at JUNO,
due to the lack of experimental evidence. It is assumed in this thesis that when the time
profile is faster, there will be larger QNL. The basic idea behind this assumption is that
when the time profile is faster, there will be more chance for the pile-up of PEs, hence,
it will be more difficult to reconstruct the charge.

In order to illustrate the time profile effect on the QNL, some assumptions are made
next. These assumptions are needed to provide some quantitative estimation of the ef-
fect of the different time profiles in DCC-laser. The corresponding performance of the
DCC-laser is discussed under these assumptions. For simplicity, the case of UV laser
placed at the detector center is noted as "laser case", and the reactor neutrino signal is
noted as "reactor neutrino case".
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— Common assumption:

For the "laser case", the LPMT suffers a ∼10% QNL over 1∼100 PE range, fol-
lowing the QNL model as:

Qrec
Qtrue

= (1.11 · 10−3)Qtrue + 1.0011, (5.2)

where Qtrue is the true charge, and Qrec is the reconstructed charge. Qtrue and
Qrec are in the unit of PE, and the dimensions of the numbers in this equation are
adjusted to make both sides of the equation dimensionless.
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Figure 5.7 – The particle and position dependent time profile impact on the QNL and the
corresponding DCC-laser performance. The diagnosed QNL through DCC-laser is shown
as the solid red curve assuming it suffers a ∼10% QNL over 1∼100 PE range (Eq.(5.2)).
The dashed green, black and blue curves are the true QNL for positrons uniformly
distributed in the detector volume under assumption (1.), (2.) and (3.) respectively.
Correspondingly, the solid green, black and blue curves are the residual QNL after DCC-
laser calibration.

— Assumption (1.):

The particle dependence impact on the QNL is more significant, while the po-
sition dependence impact is less significant as the following QNL model at 5%
level over 100 PE for the "reactor neutrino case":

Qrec
Qtrue

= (6.46 · 10−6d− 6.81 · 10−4)Qtrue − 6.46 · 10−6 · d+ 1.000681, (5.3)

where d is the distance between the PMT and the event vertex with the unit of
meter.

Under assumption (1.), the "laser case" in general has a faster time profile, implying
a larger QNL, than the "reactor neutrino case". So the diagnosed QNL for the "laser
case" through DCC-laser (shown as the solid red curve in Fig.5.7) is larger than the QNL
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induced by the "reactor neutrino case" (shown as the dashed green curve in Fig.5.7).
Therefore, the QNL for "reactor neutrino case" is over corrected through DCC-laser,
which is shown as the solid green curve in Fig.5.7.

— Assumption (2.):

The particle dependence impact on the QNL is less significant while the posi-
tion dependence impact is more significant as the following QNL model at 15%
level over 100 PE for the "reactor neutrino case":

Qrec
Qtrue

= (3.23 · 10−5d− 1.63 · 10−3)Qtrue − 3.23 · 10−5 · d+ 1.00163. (5.4)

Under assumption (2.), the "laser case" in general has a slower time profile than the
"reactor neutrino case". So the diagnosed QNL for the "laser case" through DCC-laser
is smaller than the QNL induced by the "reactor neutrino case" (shown as the dashed
black curve in Fig.5.7). Therefore, the QNL for the "reactor neutrino case" is under
corrected through DCC-laser, shown as the solid black curve in Fig.5.7.

— Assumption (3.):

The particle dependence and the position dependence impacts on the QNL are
at the similar level as the following QNL model at 10% level over 100 PE for the
"reactor neutrino case":

Qrec
Qtrue

= (3.23 · 10−5d− 1.18 · 10−3)Qtrue − 3.23 · 10−5 · d+ 1.00118. (5.5)

The particle dependence and position dependence on time profile are opposite when
considering the "laser case" and "reactor neutrino case". If these two effects are at the
same level as the assumption (3.), they could cancel one another. Thus the diagnosed
QNL for the "laser case" could be similar to the one for the "reactor neutrino case",
shown as the dashed blue curve in Fig.5.7. In this scenario, the calibration bias caused
by the difference between the "laser case" and the "reactor neutrino case" could be al-
leviated to some extent, shown as the solid blue curve in Fig.5.7. It turns out that the
DCC-laser can effectively calibrate the QNL caused by the reactor neutrino signals.

In conclusion, DCC-laser potentially has some challenges to calibrate the QNL of
the reactor neutrino signals because of the particle and position dependent time profile
effects. This challenge could be eased due to the opposite impacts of these two depen-
dences for the "laser case" and "reactor neutrino case". However, the UV laser source
has no means to entirely overcome this challenge, despite the Dual Calorimetry method-
ology. As a consequence, a further stage of calibration may be needed to correct the
potential bias in DCC-laser or at least a validation method is needed to demonstrate the
efficiency of using DCC-laser to calibrate reactor neutrino signals. Such a method will
be introduced in Sec.5.2 to complete the DCC.

Nevertheless, the unique advantages of DCC-laser, i.e. 1.) perfect isolation of QNL,
2.) all channels coverage and 3.) wide charge detection coverage, make it indispensable
for the control of the potential QNL of the LPMT at JUNO.
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5.2 Dual Calorimetry Calibration with Radioactive Sources

5.2.1 Radioactive Source Advantages in DCC

From the particle dependence of the time profile point of view, the radioactive sources,
mainly gamma sources with roughly 0.5∼8 MeV energy, have more similarity to the
reactor neutrino signals i.e. positrons1. The gammas will excite the solvent in a similar
way as positrons, thus experiencing a similar time profile, as shown in Fig.4.8.

From the position dependence of the time profile point of view, in order to mimic to
some extent the uniformly distributed signals with the radioactive sources, the easiest (or
most time-saving) approach is to scan the source position along one diametral direction
(e.g. from the detector top to the bottom). In this way, there will be several PMTs at
each end in the diametral direction that experience the similar position dependence of
the time profile as the reactor neutrino signals.

The energy of the designed radioactive sources in JUNO (0.5∼8 MeV) can largely
cover the reactor neutrino energy range [174]. Therefore, by scanning the source position
and the energy of the gammas sources, the reactor neutrino signal induced QNL can be
mimicked for several channels of LPMT. By deploying the Dual Calorimetry technique,
it is possible to calibrate effectively the QNL for these channels. This approach is named
as the Dual Calorimetry calibration with radioactive (gamma) sources, noted as DCC-
gamma.

1~8MeV
radioactive 

sources

Scanning
 position

LPMT

SPMT

Figure 5.8 – Illustration of the DCC-gamma. The gamma calibration sources can be de-
ployed with the ACU (automatic calibration unit) system and scanned from the detector
top to the bottom. The energy of the gamma sources is roughly in the range of 1 ∼ 8
MeV.

.

1. In practice, due to the lack of practical positron calibration sources, the detector energy response
is calibrated with gamma sources, and then it is converted to positron energy response.
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5.2.2 Methodology

As a channel-wise calibration, DCC-gamma also focuses on the single LPMT charge
response and uses the SPMT system as the linear charge reference. Despite that the
reactor neutrino induced QNL can be mimicked by scanning the radioactive sources, it
is not trivial to isolate the QNL when the source position is changing. The reason is
that once the source position is not fixed, the NU will fold in, and the QNL can not
be isolated directly while doing the Dual Calorimetry comparison. Thus it is critical to
deal with the NU difference between the LPMT and the SPMT in order to carry out
the DCC-gamma. The detailed methodology for achieving this point will be explained
in the following steps.

Step 1.: LPMT and SPMT Response Comparison

Similar to DCC-laser, when the radioactive source is kept at one position, the single
LPMT response and the SPMT system response can be characterized by their mean
illumination respectively. While deploying different radioactive sources with different
energy emissions at the same position, the response relation between the LPMT and
SPMT changes correspondingly. It is important to keep the same single LPMT for the
response comparison while changing the source energy. If the LPMT charge response
is linear, together with the designed charge linear response of the SPMT, this response
relation is then linear. For instance if the source is kept at the detector center, the
response relation is shown as the orange curve in Fig.5.9.

0 50 100 150 200 250 300 350 400 450

0

10

20

30

40

50

60

SPMT System Charge (PE)

Si
ng

le
 L

PM
T 

Ch
ar

ge
 (P

E)

Source Position:
Orange:@0m(center)

Yellow:@5m
Red: @10meters

Green:@14meters
Purple:@16meters

Blue: @17m
Black: @17.2m

Figure 5.9 – The response relation between the single LPMT and the SPMT system
while scanning the source position and scanning the radioactive source energy at each
position. The LPMT is the one which is placed at the top of the detector. Since the
SPMT is always charge linear, if the LPMT charge response is also linear, this response
relation at one position is then linear as each curve with different color in this figure.
The source position represents the distance from the calibration source to the detector
center along the vertical diametral direction. For example 0 m (orange curve) represents
that the source is placed at the detector center. And 17.2 m (black curve) represents
that the source is placed close to the top of the detector.
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When the calibration source is placed at another position, by scanning the source
energy and focusing on the same LPMT as before, the response relation will be different
compared to that of the former position. For instance, if the source is placed at 10 meters
away from the detector center towards that LPMT, the response relation is shown as the
red curve in Fig.5.9.

While scanning the source position from the detector center to the detector edge and
scanning the source energy at each position, a set of independent response relations can
be got as the different curves in Fig. 5.9.

At each position, the response relation is only sensitive to the QNL by construction.
In principle, each response relation curve can be used to calibrate the QNL for a certain
charge range, following the same methodology as DCC-laser. Such an approach can be
understood as a segmented calibration. However, experimentally it is not easy to use
each independent response relation to implement the segmented calibration because of
the limited available radioactive sources. For example when the source is placed at ∼2
meters to one LPMT, in order to establish a response relation linear reference (similar
to the one in DCC-laser), several radioactive sources with energy below 100 KeV (or
even below 10 KeV) are needed, which is not practical. So other feasible approaches are
needed for using these independent response relations.

Step 2. Alignment of the Independent Response Relations

Instead of trying to use each independent response relation for a segmented QNL
calibration, the alignment of all these independent response relations is another option
to explore possible DCC-gamma implementation. In order to achieve such an alignment,
the following two steps are indispensable.
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Figure 5.10 – Response relations with the aligned SPMT responses. In Fig.5.9, by
applying C1 correction (one dimension SPMT NU correction) to the SPMT responses,
the SPMT responses are aligned to be identical for different source positions. It manifests
like all these independent response relations (different colors in this figure) well aligned
in x-axis.
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— C1: The corresponding SPMT system non-uniformity (NU) correction

While scanning the source position in one dimension along the vertical diametral
direction, the SPMT system response is not uniform, as the projection on x-axis
of each response relation curve is not superposed one to another in Fig.5.9. The
corresponding one dimension SPMT system NU map, as shown in Fig.5.11a, can be
used to calibrate the nonuniform response of the SPMT system in these response
relation curves, noted as C1 correction. Therefore, the SPMT system responses
are aligned, illustrated as the projection on x-axis of each response relation curve
being superposed one to another in Fig.5.10. Since the SPMT is designed to be
charge linear, the C1 correction is foreseen not to bring the ambiguity between the
QNL and the NU.

— C2: The application of the single LPMT nouniformity map on the SPMT
system response

After aligning the SPMT responses, for a fixed energy deposition, the SPMT will
have the same response wherever the source position is. The single LPMT response
is heavily position dependent, shown as the projection on y-axis of each response
relation curve in Fig.5.10. The single LPMT relative optical acceptance can be
defined as the ratio of the LPMT mean illumination for a given source position
to that for the detector center position, as shown in Fig.5.11b, while the source
energy is kept unchanged.

This relative optical acceptance represents the single LPMT NU response map,
noted as C2 correction. The way to align the segmented response relations is
to apply this map (C2) to the SPMT system response while keeping the LPMT
response unmodified. Thus the aligned LPMT and SPMT response relation is
shown in Fig.5.12. If the LPMT is charge linear, the aligned response relation is
then linear, shown as the dashed black curve in Fig.5.12. If the LPMT suffers a
QNL at 10% level with the form of Eq.(5.5), the nonlinear behavior is shown as
the solid red curve in Fig.5.12.

Since the LPMT potentially suffers some QNL effects, the C2 correction is also
affected by the QNL, thus bringing the ambiguity between the QNL and the NU.
It is possible to reduce this ambiguity through a careful consideration of calibration
source to get the C2 correction. If the QNL is positively correlated to the source
energy, the source with lowest possible energy should be the best option to obtain
C2 for reducing this ambiguity. In addition, it is not limited to the radioactive
sources, and the laser source can also be applicable to get the C2 correction if
needed. In Sec.5.5, there will be a dedicated discussion about the systematic
effects of DCC including this C2 correction.

Step 3. Response Relation Linear Reference

Similar to the DCC-laser, a linear region in the actual nonlinear response relation
(red curve in Fig.5.12) can be defined for DCC-gamma. In this linear region (i.e. low
illumination region), the LPMT charge linearity can be ensured through the PE count-
ing. Through the extrapolation of the linear region, an experimentally feasible response
relation linear reference can be built, shown as the solid blue curve in Fig.5.12. Thus
the potential QNL of the LPMT can be diagnosed through the comparison between the
linear reference and the actual nonlinear response relation.
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Figure 5.11 – (a): The SPMT one dimension NU map (or C1 correction map). The x-axis
is the source position along the radial direction from the detector center (0 m) to the
detector top (17.2 m). The y-axis is the SPMT system response. (b): The single LPMT
one dimension NU map (or the C1 correction map). This NU is represented by the single
LPMT relative optical acceptance. The x-axis is also the source position. The y-axis
is defined as the single LPMT optical acceptance ratio between one source position and
the detector center position. The sources used in the simulation both for (a) and (b) are
1 MeV electrons.

0 5000 10000 15000 20000 25000 30000 35000 40000 45000

0

10

20

30

40

50

60  / ndf 2χ   11.4 / 33
p0        0.001119± 0.00111 
p1       06− 2.937e± 0.001447 

 / ndf 2χ   11.4 / 33
p0        0.001119± 0.00111 
p1       06− 2.937e± 0.001447 

 / ndf 2χ  3.685 / 8
p0        0.001506±05 − 2.893e
p1       06− 8.502e± 0.001453 

 / ndf 2χ  3.685 / 8
p0        0.001506±05 − 2.893e
p1       06− 8.502e± 0.001453 

SPMT System Charge (PE)

Si
ng

le
 L

PM
T 

C
ha

rg
e 

(P
E)

Nonlinear response relation

Response relation linear reference

Linear response relation

Figure 5.12 – Aligned response relation. The single LPMT non-uniformity map (C2

correction) is applied to the C1 corrected SPMT response in order to align the segmented
response relations. If the LPMT is charge linear, the aligned response relation is shown
as the dashed black curve. If the LPMT suffers a QNL at 10% level of Eq.(5.5), the
aligned response relation is biased, shown as the solid red curve. A linear reference of
the response relation can be established through the extrapolation of the linear region,
shown as the solid blue curve.
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Step 4. Calibration and Performance

Once the QNL is diagnosed through steps (1.)∼(3.), the charge bias caused by the
QNL can be shown as a function of the true charge in the upper panel of Fig.5.13. The
diagnosed QNL can be compared with the true QNL of reactor neutrino signals, as shown
in the lower panel of Fig. 5.13. As illustrated in Fig. 5.13, by assuming that the LPMT
suffers a QNL at 10% level with the form of Eq.(5.5) for reactor neutrino signals, the
residual QNL after DCC-gamma can be controlled <2% in the range of 1∼60 PE.

For the systematic effects of DCC-gamma, there are some common effects as DCC-
laser, and also some unique effects during the alignment of the independent response
relations such as the C2 correction. The systematic effects will be discussed in Sec.5.5.
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Figure 5.13 – DCC-gamma performance under the assumption of a ∼10% QNL with
the form of Eq.(5.5). The upper figure is the LPMT charge bias caused by the QNL
defined as a function of the true charge. The dashed black curve corresponds to the true
charge bias, and the solid red curve corresponds to the diagnosed charge bias. The lower
figure is the channel-wise QNL. The y-axis is the reconstructed charge (calibrated or
uncalibrated) over the true charge. The dashed black curve corresponds to the assumed
∼10% QNL induced by reactor neutrino signals. The solid red curve corresponds to the
diagnosed QNL through DCC-gamma. The solid blue curve corresponds to the residual
QNL after the DCC-gamma calibration.
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5.2.3 Advantages and Challenges

The advantage of DCC-gamma is that the reactor neutrino signal induced QNL can
be effectively calibrated. It overcomes the time profile challenge that remains in the
DCC-laser. However, the limitation of DCC-gamma makes it challenging to achieve a
comprehensive calibration by itself alone. The challenges can be summarized in the fol-
lowing three aspects.

(1.) Unlike DCC-laser which can perform a QNL calibration for each channel of
LPMT respectively, it is expected to be extremely time consuming and difficult to cali-
brate every channel of LPMT with DCC-gamma. Because it requires potentially thou-
sands of times (even much beyond this number) data-taking with high statistics. If
DCC-gamma can only be done for several channels of LPMT through, e.g. one dimen-
sion source position scanning, it implies that a lot of channels can not be calibrated
accurately.

To illustrate the potential importance of calibrating every channel, an assumption
can be made in the following way: one channel of LPMT, noted as channel 1, suffers
the QNL at 10% level of Eq.(5.5) (dashed blue curve in Fig.5.14). And the channel 1 is
reachable by DCC-gamma, thus the QNL can be calibrated, shown as the blue curve in
Fig.5.14. However, another channel not reachable by DCC-gamma, noted as channel 2,
could suffer a different QNL, e.g. 15% level shown as the dashed black curve in Fig.5.14,
under the following model:

Qrec
Qtrue

= (3.23 · 10−5d− 1.74 · 10−3)Qtrue − 3.23 · 10−5 · d+ 1.00174. (5.6)

If these two channels are, a prior, wrongly considered to be identical, and the obtained
correction from channel 1 is applied to channel 2, then there will be a large bias for the
calibration of channel 2, as illustrated by the solid black curve in Fig.5.14. As explained
previously, the channel-to-channel difference may come from the PMTs, electronics, etc.,
and it is difficult to precisely know a priori. For channel-wise targeted calibration, it
should have the capability to cover every channel. Even though the channel dependence
might be eventually not significant, at least a validation is still necessary and useful.

(2.) As mentioned in Sec.5.2.2, the C2 correction can bring the ambiguity between
the NU and the QNL. This map need to be carefully considered in the experiment in
order to minimize this ambiguity and maximize the isolation of the QNL.

(3.) By using the current designed radioactive sources at JUNO [174], the 1∼100 PE
charge detection range can not be fully covered. As illustrated in Fig.5.13, this approach
can reach up to ∼ 60 PE when using the radioactive source up to 8 MeV1 . From Tab.4.1,
it can be extracted that more than 99% of the charge for the reactor neutrino events
will be detection in terms of less than 50 PE at single channel of LPMT, implying that
the calibration capability up to 50 PE can cover more than 99% of the reactor neutrino
signals. Therefore the current radioactive source design does not incur a limitation for
DCC-gamma.

1. Neutron capture on iron emitting ∼8 MeV gamma is possibly the highest energy of the artificial
radioactive calibration source at JUNO
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Figure 5.14 – Illustration of DCC-gamma challenge for calibrating two channels of which
one is not reachable. For channel 1, the reactor neutrino signal induces a QNL at 10%
level in the form of Eq.(5.5) (dashed blue curve). Channel 1 can be calibrated through
DCC-gamma. The diagnosed QNL for channel 1 is shown as the solid red curve, and the
corresponding corrected QNL is shown as the solid blue curve. For channel 2, the reactor
neutrino prompt signal induces a QNL at 15% level in the form of Eq.(5.6) (dashed black
curve). Channel 2 is not reachable by DCC-gamma if only a few source positions are
scanned. By applying the DCC-gamma correction got with channel 1 to channel 2, the
calibration of channel 2 is then biased, shown as the solid black curve.

5.2.4 Implications on Single Calorimetry

The success of dealing with the scanning position for the QNL calibration has not
only significance on the Dual Calorimetry at JUNO, but also can be useful for the
single calorimetry. If a detector is designed with a single PMT system, by moving the
calibration source towards one direction inside the detector, e.g. from the detector center
to the detector edge, there will be some PMTs at high illumination and also some PMTs
at low illumination due to the optical acceptance. If the PMTs at low illumination enters
a charge linear regime, such as the single PE counting regime, then it can be used as the
linear reference for the high illumination PMTs. It is conceptionally possible to divide
the single PMT system (i.e. single calorimetry) effectively to two PMT systems (i.e.
mimic the dual calorimetry) according to the robustness of charge detection. However,
the experimental implementation depends on the detector configuration, and this thesis
will not expand the discussion.

Such an approach might be helpful to control the charge response for a single calorime-
try detector, and the methodology should be similar to Sec.5.2.2 experiencing the same
advantages and challenges as explained in Sec.5.2.3.
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5.3 Dual Calorimetry Calibration Strategy and Performance

As mentioned previously, the QNL is typically charge (i.e. energy and position), time
profile (i.e. position and particle) and channel dependent. For a comprehensive QNL
calibration for JUNO reactor neutrino physics, the DCC should calibrate the potential
QNL caused by the reactor neutrino signals for every channel of LPMT. As explained
in Sec.5.1, DCC-laser can effectively cover the charge dependence and channel depen-
dence, while it is expected to suffer from the time profile dependence of the UV laser.
Also as explained in Sec.5.2, DCC-gamma can cover the time profile dependence, and
largely cover the charge dependence, while it is expected to suffer from an incapability
to calibrate every channel of LPMT.

These two methods have complementary advantages. So, by combining these two
methods as one calibration with two stages, all the three aspects of dependence in the
QNL can be well treated. Thus it is supposed to yield a comprehensive QNL calibration
strategy for JUNO reactor neutrino signals as explained next.

5.3.1 Dual Calorimetry Calibration First Stage

The first stage (DCC-I) is considered to deploy the DCC-laser approach to charac-
terize and calibrate the potential QNL (the "laser" related QNL) for each channel of
LPMT respectively. The methodology is described in Sec.5.2.2. The UV laser source
can be always kept at the detector center. The laser intensity should be tuned from ∼1
MeV to ∼1.5 GeV in order to cover the full charge detection range of reactor neutrinos.

5.3.2 Dual Calorimetry Calibration Second Stage

The second stage (DCC-II) is based on the DCC-gamma approach. By scanning the
source position along the vertical diametral direction, the DCC-gamma can be applied to
several channels of LPMT that locate at the top and the bottom of the detector. If time
allowed, more channels of LPMT can be calibrated by scanning more source positions.
In fact these channels that are calibrated through DCC-gamma can also be calibrated
by DCC-laser. Thus the difference between the two calibrations for these channels can
be considered as the second stage calibration for every channel of LPMT.

To be brief, the second stage generalizes the DCC-gamma calibration information
got from several channels to every channel of LPMT. The reason for this generalization
is that the difference between the two calibrations for different channels should contain a
lot of common effects since it is dominated by the time profile dependent effect. And the
time profile dependence is mainly related to the LS intrinsic property, which is common
for every channel.

However, some subtle channel dependent effects may still exist on the difference
between the two calibrations for different channels, which depends on the actual channel-
wise hardware characterization and performance. These subtle effects are supposed to
be compromised through the following treatment:

1.) The most representative channels of LPMT can be selected to be covered by
the two calibrations (i.e. median performance LPMTs for both MCP-PMT and dynode-
PMT). It imposes some requirements on the PMT installation, e.g. to install these most
representative LPMTs at the top and the bottom of the detector.

2.) The differences between the DCC-laser and DCC-gamma of all the reachable
channels can be taken the average, thus being further representative.
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5.3.3 Performance

Under the two stages DCC strategy proposed above, the charge, time profile and
channel dependences are all largely under control. Thus the potential QNL related to
the reactor neutrino signals can be effectively calibrated for every channel of LPMT.

To illustrate the performance of the two stages calibration, two channels are consid-
ered: channel 1 and channel 2 suffer the reactor neutrino signal induced QNL differently
at ∼10% (Eq.(5.5)) and ∼15% ( (Eq.5.6)) respectively, shown as the dashed blue and
dashed black curves in Fig.5.15. While, channel 1 is reachable by both DCC-laser and
DCC-gamma, channel 2 is only reachable by DCC-laser. By applying the two stages
DCC, the QNL control for these two channels can be improved significantly (better than
3 times), shown as the solid blue and black curves respectively in Fig.5.15.

The aforementioned example of two channels calibration can be generalized for ev-
ery channel, so it indicates the capability of the two stages DCC strategy for the entire
LPMT calorimetry QNL control. Through the direct QNL calibration, the energy con-
trol including the energy scale and the energy resolution control can be improved, which
will be discussed in detail in Chapter 6.
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Figure 5.15 – DCC two stages strategy performance. Channel 1 and channel 2 suffer
different reactor neutrino (IBD e+) induced QNL at ∼10% level as the dashed blue curve
(Eq.(5.5)) and at ∼15% level as the dashed black curve (Eq.(5.6)) respectively. Channel 1
is reachable both for DCC-laser and DCC-gamma. Channel 2 is only reachable for DCC-
laser. The solid blue and solid black curves are the residual QNL after the application of
the two stages DCC for channel 1 and channel 2 respectively. The two stages DCC can
improve significantly the QNL control for the two channels, thus indicating the capability
of the QNL calibration for every channel of LPMT.
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5.4 SPMT in Dual Calorimetry Calibration

In the previous sections, the DCC methodology and strategy exhibits great potential
for the QNL control for JUNO. From the instrumentation point of view, the most critical
requirement of DCC is the charge linearity of the SPMT readout. Indeed, the initial
design goal is to have a robust charge linear SPMT readout.

The key feature to ensure the linearity of the SPMT is its small size. The small
size makes the SPMT illumination to be low enough such that the charge measurement
can be done through PE counting. Unlike the charge integration (including waveform
reconstruction) whose performance is affected by the pile-up, the electronic noise, the
overshoot, the integration time window, etc., the PE counting is based on the fact that the
illumination of the PMT is very low, such that the single PE hit is absolutely dominating.
Therefore, by just counting how many times the PMT is got hit (or triggered in the
readout), the charge is then estimated, since these hits are essentially single PEs. The
PE counting can largely get rid of the effects in the charge integration by construction.
Thus by introducing the SPMT, the PE counting based charge estimator is enabled for
JUNO, which is independent and complementary to the LPMT charge integration based
estimator.

In addition to the PE counting, the SPMT readout also records the analog charge
information of the signal pulse for helping the multi-PE detection. The charge infor-
mation will be independently calibrated and provide complementary redundancy for the
PE counting.

The SPMT is considered to be charge linear in the DCC previously based on the PE
counting concept, while illustrating the calibration methodology. This section aims to
demonstrate the robustness of the charge linearity of the SPMT in DCC by using the PE
counting technique, especially the Poisson-zero PE counting technique (explained next).
The most important factor for PE counting is claimed to be the pedestal and single PE
discrimination (i.e the threshold effect) and it is also addressed in this section.

5.4.1 Direct PE Counting in SPMT Readout

The direct PE counting can be simply defined as follows: a threshold can be set
between the pedestal and the single PE; once the PMT is hit and the signal pulse passes
the threshold, it will be counted digitally as a single PE regardless of the exact number
of PEs in this hit.

For the SPMT (3-inch) at JUNO, more than 95% charge are detected in terms of
single PE for the reactor neutrino events. So the robustness of PE counting can be
largely (> 95% level) ensured for the reactor neutrino detection. The rest < 5% charge
in terms of multi-PE can be measured redundantly through the analog charge response
upon relevant calibrations.

However the DCC, especially the DCC-laser, goes beyond the direct PE counting
regime. Because in the DCC-laser approach the laser intensity needs to be tuned up to
1.5 GeV in order to cover the reactor neutrino signal range, each SPMT mean illumina-
tion goes up to 2 PE. For DCC-gamma, the most lightened SPMT can also reach up to
∼2 PE level. For instance, if the mean illumination is ∼2 PE, the direct PE counting
will introduce at worst ∼60% bias for the estimated charge, as shown in Fig.5.16. Here
the worst scenario is considered, i.e. one event is considered only as either one single PE
or zero.
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Figure 5.16 – SPMT QNL control through PE counting. The SPMT QNL is shown in
terms of the mean illumination for one channel. The y-axis is the ratio between the
mean illumination with PE counting and the true mean illumination. The red curve
represents the direct PE counting through which a large (at worst ∼60%) bias exists.
The blue curve represents the Pois(0) PE counting through which the SPMT QNL can
be controlled within 0.5%. The SPMT charge response is simulated with 30% PMT
charge resolution, 0.05 PE pedestal width and a threshold at 0.25 PE.

5.4.2 Poisson Zero PE Counting in the SPMT Readout

The direct PE counting is challenging for the SPMT QNL control in DCC, as just
explained in the previous section. In order to still preserve the PE counting estimator
and meanwhile ensure the charge linearity of the SPMT in DCC, the technique known
as Poisson zero (Pois(0)) PE counting, can be applied. This is a well known technique,
and an application can be found in [203] and many other scenarios. It is based on the
feature of Poisson statistics and currently can only be used for the calibration purpose
(e.g. DCC).

Methodology

The methodology of the Pois(0) PE counting can be understood as follows.
For a calibration data sample, i.e. the calibration source with a certain energy emis-

sion is placed at a certain position inside the detector for the data taking within a certain
time period. Through the direct PE counting, the number of digital hits for one channel
can be known, noted as Nhit. Regardless of the exact number of PEs in one hit with
one event, it is always counted as one hit. The total number of events Ntotal in this cal-
ibration data sample can be obtained from the event reconstruction by using the whole
detector information. Thus the number of "zero-hit" events can be calculated for this
single channel as Nzero = Ntotal −Nhit.

For Ntotal calibration events, the number of PEs collected by one channel follows the
Poisson statistics:

P (k) =
λke−λ

k!
(5.7)
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where P is the probability of one PMT to be hit by k PEs and λ represents the mean
value of PE distribution (i.e. mean illumination).

The Poisson mean value can be deduced from the direct PE counting observables
Nzero and Ntotal, given by:

λ = −ln(
Nzero

Ntotal
). (5.8)

This is the so called Pois(0) PE counting in the calibration scheme. Such a technique
requires that the Nzero is not zero indicating low illumination which is exactly the SPMT
working mode. The calculated Poisson mean can be used to represent the PMT mean
illumination.

Performance in DCC

Based on the Pois(0) PE counting, the SPMT QNL can be controlled within 0.5% in
the 10−3 ∼ 2 PE mean illumination range (equivalent to 1∼10 PE channel-wise charge
detection range), as shown in Fig.5.16. This shows a significant improvement compared
to the direct PE counting and ensures the SPMT linearity in the DCC scheme.

In order to illustrate the performance in the context of the DCC, the LPMT QNL con-
trol through DCC is shown in Fig. 5.17 for the case of 1.) perfect charge linear response
of SPMT and 2.) Pois(0) PE counting in SPMT. It demonstrates that the Pois(0) PE
counting can make SPMT to be a robust charge linear reference, thus ensuring the DCC
performance.
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Figure 5.17 – LPMT QNL control through DCC with the Pois(0) PE counting. The
dashed black curve corresponds to the assumed ∼10% QNL of the LPMT. The solid blue
curve corresponds to the corrected QNL through DCC, assuming a perfect charge linear
response of SPMT. The solid red curve corresponds to the corrected QNL through DCC
by performing the Pois(0) PE counting for SPMT ensuring the linearity of the SPMT.
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5.4.3 Threshold Effect

The most important factor affecting the PE counting including the Pois(0) PE count-
ing is the pedestal and single PE discrimination, also known as the threshold effect. Since
the PE counting works at low PMT illumination regime, the noise events (pedestal) may
significantly affect the detection of signal events (mainly single PE). Therefore the thresh-
old has direct and critical impact on the SPMT charge estimation and QNL control.

There are three major aspects regarding the pedestal and single PE discrimination,
namely the pedestal width, the single PE width and the threshold optimization.

For the purpose of investigating these three aspects for the SPMT relative QNL con-
trol in the Pois(0) PE counting method, the following assumptions are made.

— Assumption (1.) : The pedestal and single PE distributions are assumed to
have the width of 0.05 PE and 0.3 PE respectively.

Both the pedestal width and the single PE width are considered to be optimistic
under assumption (1.), given the preliminary testing results of the SPMT instrumenta-
tion and electronics [170, 204]. By scanning the threshold position, the SPMT charge
response based on the Pois(0) PE counting is shown in Fig.5.18a. Under assumption
(1.), a threshold around 0.22 PE gives the best SPMT QNL control (<0.5%). By con-
sidering the optimized threshold to be ∼0.22 PE, it is noticed that a higher threshold
setting (relative to the optimized one) generates much less relative QNL than a lower
threshold setting, as it can be seen in Fig.5.18a. For instance, when the threshold is set
slightly lower, such as 0.19 PE, the SPMT QNL can be up to 5%. When the threshold
is set quite high, such as 0.37 PE, the relative SPMT QNL can still be controlled within
1%. But there will be an offset (∼2%) in terms of the absolute charge response (i.e.
λPois(0)/λtrue ∼ 0.98 instead of 1 in Fig.5.18a) due to the high threshold setting. This
offset is irrelevant to the DCC approach and performance, since only the relative SPMT
QNL matters for DCC. However a high threshold will affect the absolute charge estima-
tion, hence the energy estimation, which is not ideal for SPMT physics measurements
(e.g. solar oscillation parameters).

— Assumption (2.) : The pedestal and single PE distributions are assumed to
have the width of 0.1 PE and 0.3 PE respectively.

— Assumption (3.) : The pedestal and single PE distributions are assumed to
have the width of 0.05 PE and 0.4 PE respectively.

— Assumption (4.) : The pedestal and single PE distributions are assumed to
have the width of 0.1 PE and 0.4 PE respectively.

Under assumption (2.), (3.) and (4.) the pedestal width and single PE width are
considered more conservative compared to assumption (1.). By scanning the threshold
position, the SPMT QNL control through Pois(0) PE counting is shown respectively in
Fig.5.18b, 5.18c, 5.18d for these three cases.

Under each of these three assumptions, it is challenging to ensure the linearity of
SPMT while preserving the absolute charge response. But a relative high threshold
(e.g. ∼0.5 PE, even ∼0.7 PE) can ensure a good relative linearity (∼1%) for the SPMT
charge response, even though there will be some light loss because of this high threshold
setting. Here, the high threshold is compared to the optimized threshold (typically ∼0.3
PE) which pursues the maximal pedestal and single PE separation. Again only the
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(c) Assumption (3.): the pedestal width is 0.05
PE, and the single PE width is 0.4 PE. The
magenta, blue, black, green and red curves cor-
responds to the threshold setting at 0.2 PE, 0.3
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(d) Assumption (4.): the pedestal width is 0.1
PE, and the single PE width is 0.4 PE. The
magenta, blue, black, green and red curves cor-
responds to the threshold setting at 0.35 PE,
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Figure 5.18 – SPMT QNL (channel-wise) control through Pois(0) PE counting under
assumption (1.), (2.), (3.) and (4.) respectively. The SPMT QNL is shown in terms of
the mean illumination. The y-axis is the ratio of the mean illumination based on Pois(0)
PE counting to the true mean illumination. λtrue represents the perfect absolute linear
charge response of the SPMT. λPois(0) is the charge response based on Pois(0) PE
counting method. The SPMT QNL can be well controlled within 1% under all these
four assumptions covering largely the potential situations.
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relative QNL control of SPMT matters for the DCC, thus the high threshold setting is
acceptable under these assumptions.

To summarize, the Pois(0) PE counting is not going to investigate the absolute charge
response if the threshold is set high (e.g. 0.5 PE). The advantage is that, consequently,
a relative high threshold can ensure the relative linearity for the SPMT charge response
in the Pois(0) PE counting regime, thus ensuring the DCC performance.

In summary, this section demonstrates that the SPMT charge linearity can be ensured
in the context of DCC by applying the Pois(0) PE counting technique. The threshold
effect is recognized as the most critical factor for the PE counting. However, as for the role
of the SPMT in DCC, only the relative SPMT QNL control is required, and the Pois(0)
PE counting technique can provide a robust relative linear charge response for the SPMT,
effectively regardless of the threshold effect. The statement above makes sense only for
the SPMT in the DCC regime. It needs to be highlighted that the threshold effect
remains critical and is worth for further investigation for other SPMT physics topics,
such as the solar oscillation parameters measurement, since the Pois(0) PE counting
technique can not be used in these physics cases. The actual hardware performance of
the SPMT readout electronics for properly performing the PE counting is vital and will
be addressed in Chapter 7.

5.5 Dual Calorimetry Calibration Systematics

This section focuses on the major systematic effects of DCC. Most of them apply to
both DCC-laser and DCC-gamma.

5.5.1 The Poisson Statistics Effect
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Figure 5.19 – Unbiased and biased Poisson distributions. For 40,000 calibration events of
8 MeV (electron) energy deposition at 17.2 m away from the detector center in simulation,
let’s focus on the photons (PEs) collected at one single LPMT (close to the calibration
source). If the charge response is linear, the measured charge qtrue follows the unbiased
(by QNL) Poisson distribution shown as the black histogram with the λlin ∼ 57 PE. If
the charge response is not linear (∼10% over 100 PE), the measured charge qrec follows
a biased (by QNL) Poisson distribution with λnon−lin ∼ 53 PE.
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The Poisson statistics effect here specifies that the LS photons collected at the PMT
for a certain energy deposition at a certain position, in general, follows the Poisson
distribution. When these photons are coverted to PEs and measured as charge, by
assuming that the PMT has a negligible charge resolution, the measured charges then
remain a Poisson distribution.

By assuming a simple QNL model, i.e. first order polynomial, as follows:

Qrec
Qtrue

= aQtrue + b, (5.9)

where Qtrue and Qrec are the true charge and reconstructed charge respectively, a and
b are the constant coefficients, and the dimensions of a and b are chosen to make the
equation to be dimensionless in right side. The QNL model can also be given by:

Qrec = aQ2
true + bQtrue. (5.10)

The QNL calibration uses the observable Poisson mean (λ) to investigate the charge
(Q). One hypothesis test can be proposed to investigate the systematic effect of the
Poisson statistics:

The introduced QNL (Eq.(5.10)) in the charge measurement is exactly
the observable QNL through the Poisson mean value.

Under the simple QNL model of Eq.(5.10), if the charge response is perfect linear (i.e.
a = 1, b = 0), the measured charge for each event denoted as qrec is the true charge qtrue
(=qrec). The qtrue follows a Poisson statistics with the mean value of λlin in the linear
case as the example shown in Fig.5.19. The λlin is used to investigate the charge Qtrue
(or Qrec), and in this perfect zero QNL case, these quantities are equal:

λlin = Qtrue = Qrec. (5.11)

If the charge response is not linear and follows the model of Eq.(5.10), the measured
charge for each event qrec (6= qtrue) follows a biased Poisson distribution, and its mean
value is noted as λnon−lin as the example shown in Fig.5.19. Each value of qrec has
a corresponding qtrue value according to the model of Eq.(5.10). And the probability
of measuring qrec in the biased Poisson distribution is the same as the probability of
measuring the corresponding qtrue in the unbiased Poisson statistics (Pois(λlin)). Thus
the relation between λnon−lin and λlin can be got from the following derivation:

λnon−lin =
∑

qrec × Pois(λlin)

=
∑

(aq2
true + bqtrue)× Pois(λlin)

=
∑

(
λqtruelin e−λlin

qtrue!
× qtrue × aqtrue) + bλlin

=
∑

[
λqtrue−1
lin e−λlin

(qtrue − 1)!
× a(qtrue − 1 + 1)× λlin] + bλlin

= aλ2
lin + aλlin + bλlin

= aQ2
true + aQtrue + bQtrue,

(5.12)

where the last step uses the relation in Eq.(5.11).
If the hypothesis is true, λnon−lin should obey exactly the introduced QNL model of

Eq.(5.10) as:

λhypnon−lin = aQ2
true + bQtrue. (5.13)
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However, the fact is that λnon−lin follows the Eq.(5.12) being different from Eq.(5.13),
thus the hypothesis is incorrect. The difference between the fact Eq.(5.12) and the
hypothesis Eq.(5.13) is the systematic effect of the Poisson statistics, given by:

λnon−lin − λhypnon−lin = aQtrue. (5.14)

It means that by using the Poisson mean value (λ) of the charge distribution to
investigate the charge (Q), if the charge response is nonlinear as Eq.(5.10), there will
always be a bias as large as aQtrue for the actual measured charge.

For the measured (or diagnosed) QNL with the Poisson mean value, i.e the ratio
between the measured Poisson mean λrec and the true Poisson mean λtrue, the bias
caused by the Poisson statistics effect is:

λrec
λtrue

− Qrec
Qtrue

= a, (5.15)

where
λrec
λtrue

=
λnon−lin
λlin

.

Single LPMT true charge (PE)

20 40 60 80 100
0.4

0.5

0.6

0.7

0.8

0.9

1.0

20 40 60 80 100

0.007−

0.006−

0.005−

0.004−

0.003−

0.002−

0.001−

Single LPMT True Charge (PE)

C
ha

rg
e 

N
on

lin
ea

rit
y

C
ha

rg
e 

N
on

lin
ea

rit
y 

B
ia

s

Systematics: Poisson statistics (~10%)
True QNL (~10%)

Systematics: Poisson statistics (~50%)
True QNL (~50%)

Systematics: Poisson statistics (~10%)

Systematics: Poisson statistics (~50%)

Figure 5.20 – Poisson statistics effect. The upper figure represents the QNL defined as
the measured (or reconstructed) charge over the true charge. The dashed black curve
corresponds to a ∼10% true QNL over 100 PE. Because of the Poisson statistics effect,
this measured QNL is biased by ∼0.11%, as the dashed red curve. By assuming a ∼50%
true QNL over 100 PE as the solid black curve, the Poisson statistics effect will bias
the measured QNL by ∼0.56%, as the solid red curve. The lower figure represents the
difference between the true QNL and the Poisson effect biased QNL. The dashed red line
and the solid red line corresponds to ∼10% and ∼50% cases respectively.
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If the QNL model is defined with a = −0.01/9 and b = 9.01/9, the systematical bias
from the Poisson statistics effect is ∼0.11%, illustrated as the dashed red curve in both
upper and lower panels of Fig.5.20. This bias is proportional to the true QNL. If the
QNL model is defined with a = −0.05/9 and b = 9.05/9, the bias is ∼0.56%, illustrated
as the solid red curve in both upper and lower panels of Fig.5.20.

When the QNL model is more complicated, such as a parabola model or an exponen-
tial model, the bias caused by the Poisson statistics effect will still exist and can also be
estimated in a similar way. The physics reason for this bias can be understood as follows:
the QNL will distort the Poisson distribution (in shape), and then bias the Poisson mean
value; the Poisson mean value does not follow the true QNL model (channel-wise); when
the charge is investigated with the Poisson mean value in calibration, eventually there
will be a bias for the diagnosed QNL.

5.5.2 The PMT Charge Resolution Effect
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Figure 5.21 – PMT charge resolution effect. The upper figure represents the QNL defined
as the measured (or reconstructed) charge over the true charge as a function of the true
charge. The dashed red curve corresponds to the Poisson effect biased QNL for a ∼10%
true QNL case. Because of the PMT charge resolution effect, this QNL is further biased
up to ∼1%, as the dashed blue curve. By assuming a ∼50% true QNL, the Poisson
statistics effect will bias the QNL as the solid red curve. And the PMT charge resolution
effect will further bias the QNL up to ∼5%, as the solid blue curve. The lower figure
represents the QNL bias caused by the pure PMT charge resolution effect. The dashed
blue line and the solid blue line correspond to ∼10% and ∼50% cases respectively.
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When the PEs hit the first dynode1, the generated secondary electrons can be
assumed to follow the Poisson statistics [205]. The amplification process through the
dynodes can also be assumed to follow the Poisson statistics. For example, if all these
hits are single photoelectrons at the first dynode, the collected electrons at the anode
will follow several stages superimposed Poisson statistics, which is approximately a Gaus-
sian distribution according to the Central Limit Theorem. The width of the Gaussian
distribution represents the PMT charge resolution.

Since these are, in essence, several stages of Poisson statistics, the bias introduced by
the PMT charge resolution will follow the similar mathematical derivation described in
Sec.5.5.1. Due to the complexity of the analytical derivation, the numerical calculation
is used for illustrating the PMT charge resolution effect. By assuming that the QNL is
defined with a = −0.01/9 and b = 9.01/9 in Eq.(5.9) and the PMT charge resolution is
about 30%, the bias induced by the PMT charge resolution is up to ∼1%, as shown in
Fig.5.21.

This bias is also proportional to the true QNL. If the QNL is defined with a = −0.05/9
and b = 9.05/9 in Eq.(5.9), the bias caused by the PMT charge resolution is as large as
∼5%, as shown in Fig.5.21.

5.5.3 The LPMT Effective Threshold Effect

The threshold effect (i.e. the pedestal and single PE discrimination) will affect not only
the SPMT as detailed in Sec.5.4.3, but also the LPMT in DCC at the low illumination
region.

For the LPMT, as the signal pulse waveform will be recorded, the threshold for the
LPMT can be understood as an effective threshold to separate the noise events and the
signal events during the reconstruction. For instance, if the pedestal and the single PE
can be totally separated for the LPMT, i.e. an ideal threshold setting, there will be no
bias on the QNL, illustrated as the solid blue curves in Fig.5.22. If the threshold is set
too low (compared to the ideal one) such that quite a lot of noise events are considered
as single PE events, the QNL will be biased, illustrated as the dashed green curves in
Fig.5.22. On the contrary, if the threshold is set too high such that quite a lot of single
PE events are considered as noise events, the QNL will also be biased, illustrated as the
solid green curves in Fig.5.22.

To conclude, the LPMT effective threshold effect could introduce systematic bias on
the QNL at the low illumination region. This low illumination region is particularly
important for establishing a response relation linear reference as detailed in Sec.5.1.2,
and a careful study of the LPMT effective threshold setting is worth upon the PMT in-
strumentation and electronics performance. For the simulation results presented in this
thesis, the LPMT effective threshold setting is always optimized in order to minimize
this bias.

1. The dynode PMT is used for illustration here.
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Figure 5.22 – LPMT effective threshold effect. The upper figure represents the QNL. The
true QNL is assumed as ∼10% over 100 PE. Under the following simulation condition:
30% PMT charge resolution and 0.05 PE pedestal width (the optimal threshold should
be ∼0.25 PE), if the pedestal and single PE can be perfectly discriminated (no threshold
effect), there will be no bias for the QNL as the dashed blue curve. If the threshold
is set too low (e.g. 0.1 PE), the bias generated by this effect is shown as the dashed
green curve. If the threshold is set too high (e.g. 0.4 PE), the bias is shown as the solid
green curve. The lower plot represents the pure QNL bias caused by this effect for low
threshold (dashed green curve) and high threshold (solid green curve). The PMT charge
resolution and pedestal width are considered optimistically, while the low threshold (0.1
PE) and high threshold (0.4 PE) are exaggerated in this figure.
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5.5.4 DCC Capability with the SPMT QNL Control

The Pois(0) PE counting is demonstrated conceptually in Sec.5.4 to have the capabil-
ity to ensure the relative charge linearity of the SPMT in DCC. The actual performance
of the SPMT QNL control is worth for further investigation experimentally. This section
aims to make some conservative assumptions to explore the limit of the SPMT QNL
such that the SPMT could not provide any diagnosis information for the LPMT QNL.

Both the QNL model and the PMT mean illumination dynamic range matter for
the QNL. For the overall QNL control, the SPMT gains a factor of 50 compared to the
LPMT in terms of the dynamic range primarily owing to the fact that the SPMT is
roughly 50 times smaller than the LPMT. Thus the other aspect, i.e. the QNL model,
can be tuned in order to investigate the SPMT limit. By assuming a ∼10% (over 100
PE) QNL model for the LPMT, four assumptions of the SPMT QNL model are made
to investigate the corresponding performance of the DCC. These four assumptions are:

(1.) The SPMT QNL model is the same as the LPMT

(2.) The SPMT QNL model is 10 times worse the LPMT

(3.) The SPMT QNL model is 30 times worse the LPMT

(4.) The SPMT QNL model is 50 times worse than the LPMT

The corresponding calibration performance under these four assumptions are shown in
Fig.5.23 respectively. According to these simulation results, even if the SPMT QNL
model is 10 times worse than the LPMT, the LPMT QNL can still be largely corrected.
If the SPMT QNL model is 50 times worse than the LPMT, then the DCC loses its
capability to calibrate the LPMT QNL.

20 40 60 80 100

0.85

0.90

0.95

1.00

1.05

Single LPMT True Charge (PE)

C
ha

rg
e 

N
on

lin
ea

rit
y

True QNL
Corrected QNL: SPMT QNL = LPMT QNL 

Corrected QNL: SPMT QNL = 10*LPMT QNL 

Corrected QNL: SPMT QNL = 30*LPMT QNL 

Corrected QNL: SPMT QNL = 50*LPMT QNL 

Figure 5.23 – SPMT charge QNL effect. The dashed red curve represents the assumed
true LPMT QNL (∼10% over 100 PE). The black curve is the corrected QNL by assum-
ing the SPMT having the same QNL model as the LPMT, i.e. assumption (1.). The
blue, magenta and green curves are the corrected QNL by assuming the SPMT having
respectively 10% times, 30% times and 50% times worse QNL model than the LPMT,
i.e. assumption (2.), (3.) and (4.).
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5.5.5 The Single LPMT NU Map Effect (C2 Correction)

As presented in Sec.5.2.2, in order to achieve DCC-gamma, a single LPMT NU map
need to be applied as a correction (C2 correction) to the SPMT response. As the LPMT
potentially suffers QNL, the single LPMT NU map could bring in, to some extent, the
ambiguity between the QNL and NU, hence some systematic bias.

As illustrated in Fig.5.24, if this map can be free from the QNL, the corresponding
calibration performance is shown as the blue curve; however, if this map (C2 correction)
suffers some QNL, e.g. ∼10% over 100 PE, the calibration performance is shown as the
black curve. There will be ∼1% relative bias compared to the linear map case in this
scenario.
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Figure 5.24 – The single LPMT NU map (C2 correction) effect. The true QNL is assumed
as ∼10% over 100 PE. If the single LPMT NU map does not suffer QNL, the corrected
QNL is shown as the blue curve. If the single LPMT NU map suffers the QNL(∼10%),
and this map is simulated with 1 MeV electrons, the corrected QNL is then biased by
∼1%, shown as the black curve.

5.5.6 Other Systematic Effects

There are also other systematic effects that could affect the DCC performance, such as
the PMT dark noise and the response relation linear reference determination in Sec.5.1.2
and 5.2.2. For the dark noise, it is foreseen not to introduce systematic bias, thus being
not addressed here. For the response relation linear reference determination, the key is to
establish (or identify) a linear region in the actual response relation between the LPMT
and the SPMT, as shown in Fig. 5.4, being the PE counting regime both for the LPMT
and SPMT a possible criterion. And it is worth for a careful consideration according to
the PMT characterization or the running of the detector since this linear region relies
on the actual detector performance. As for the systematic effect from the calibration
sources, i.e. UV laser source and radioactive sources, since the Dual Calorimetry is
immune to the absolute source knowledge, these systematic effects are supposed not to
fold in the DCC.
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5.6 Summary and Outlook

In this chapter, two methodologies of the QNL calibration are elaborated for JUNO,
i.e. DCC-laser and DCC-gamma. These two methods both are channel-wise imple-
mentations of the Dual Calorimetry and together they can form a comprehensive QNL
calibration strategy for JUNO. It is demonstrated that the DCC can significantly cor-
rect the potential QNL of the LPMT. It has at least better than 3 times (up to 1 order
of magnitude) improvement of the QNL control upon the assumed QNL configuration.
Even though when starting with a pessimistic assumption, i.e. ∼50% QNL in 1∼100
PE range for the LPMT, the DCC is able to improve the QNL control by 1 order of
magnitude.

One should notice that the DCC is a data-driven approach. In this chapter, several
assumptions about the QNL are made in order to facilitate the study and illustration of
the DCC methodology and performance. As a data-driven approach, the actual LPMT
QNL should be diagnosed and calibrated through the DCC with the real data in the full
detector configuration.

The prototype test can help to demonstrate the basic principle of DCC. But the
results from prototype test could be not representative for the full detector configu-
ration since the target QNL is about the reactor neutrino signals in the full detector
configuration. Therefore it is necessary to perform the DCC on site once the detector is
running.

The SPMT charge response is demonstrated to be linear through the Pois(0) PE
counting technique in DCC, which meets the designed goal. Therefore the SPMT can
be considered as a robust charge linear reference for the LPMT in DCC.

The major systematic effects of DCC are studied and understood. These effects are
illustrated in a simple manner in this chapter. If the systematics can be well controlled
experimentally with data, it is conceptually possible to develop higher order calibration
based on proportionality between the DCC performance and the true QNL. If the cali-
bration precision is further required, it is worth to explore such higher order calibrations.
This implies that the DCC could become a three stages calibration scheme, as compared
the two stages scheme here proposed. However, data is a must to consider this necessity
and evaluate the performance in realistic scenario.

This chapter presents the DCC performance at channel level in terms of the charge.
As the detector energy estimator is the sum of the charge of all channels, the direct
control of the channel-wise charge response will eventually reflect on the energy accuracy
(energy scale) and energy precision (energy resolution) control. The impacts of the DCC
on the energy control will be discussed in Chapter 6.



Chapter 6

Energy Control with Dual
Calorimetry Calibration

As explained previously, the information of the neutrino MO and oscillation param-
eters is embedded in the reactor νe energy spectrum at JUNO. The energy control,
including both accuracy and precision, is vital for the high precision spectral shape mea-
surement in order to extract the physics content including the MO, θ12, ∆m2

21 and ∆m2
31.

The energy accuracy here can be understood as the correctness of the reconstructed
energy compared to the true deposited energy. The key is to define accurately the
conversion relationship from the observable, i.e. the reconstructed charge, to the true
deposited energy.

This conversion relationship is typically dominated by the response effects that are
discussed in the previous chapters including the LS non-linearity (LSNL), the charge
non-linearity (QNL), the position non-uniformity (NU) and the non-stability (NS). This
conversion relationship is normally called the energy scale and can be defined as:

Edep = QPE × fPE/MeV × fQNL × fNU × fLSNL × fNS (6.1)

. The QPE is the direct observable charge in the unit of PE. The fPE/MeV is the abso-
lute energy scale definition anchoring the charge (PE) to energy (MeV) conversion. The
fQNL can be understood as the convoluted channel-wise QNL effect at detector level
(or event-wise). The fLSNL, fNU and fNS correspond to the LS non-linearity, the posi-
tion non-uniformity and the non-stability respectively. All f terms except the absolute
energy scale definition are unit-less. It is worth to pointing out that f indicates the in-
trinsic detector response, which also can be understood as the perfect (or ideal) response
calibration. However, no calibration is perfect, and there is always some uncertainty
or even bias due to the effective approximation behind each calibration step. From the
observable QPE to the energy Edep, it is critical to characterize and calibrate all the
relevant effects with the control of the accuracy and precision as high as possible, as this
will have direct impact to the final performance and quality of the calibration scheme.

The energy precision here means the closeness of the repetitive energy measurements
to each other. It is typically understood as the energy resolution as illustrated in Eq.(4.1).
The stochastic component of the energy resolution represents the statistical fluctuation,
while the non-stochastic component reflects the imperfect detector response, including
spatial, temporal variations, etc.

The QNL has impacts on both the energy scale and the energy resolution. As explic-
itly written in Eq.(6.1), the QNL is a part of the energy scale definition. As illustrated

105
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in Fig.4.3, the QNL can mimic a spatial variation manifesting as the NU, thus affecting
the energy resolution control. So the proper handle of the QNL is vital.

As elaborated in Chapter 4 and 5, the Dual Calorimetry calibration (DCC) is a
powerful tool to calibrate the potential QNL for JUNO, and its excellent performance is
demonstrated in terms of the direct channel-wise QNL control in Sec.5.3. This chapter
aims to present the DCC role and performance in terms of the event-wise energy control
including the energy scale and the energy resolution.

6.1 Energy Scale Control with DCC

As defined in Eq.(6.1), the non-linearity, non-uniformity and non-stability effects are
all of importance for the energy scale, leading to the corresponding calibrations. All these
effects except the non-stability will be addressed in this section, since the non-stability
mainly makes sense when the detector is running.

In order to better illustrate the energy non-linearity and non-uniformity effects. This
thesis adopts the following energy definitions:

1.) The particle true deposited energy in the LS is Edep.

2.) The scintillation photons, as the outcome of the energy deposition, can be
converted into photoelectrons (PEs) by the photo-cathode of the PMT. The visible
energy (Evis) corresponds to the total number of these PEs1.

3.) These PEs are then amplified, digitized, processed and reconstructed in terms
of charge. The reconstructed energy (Erec) corresponds to the observable charge.
With the PMT gain calibration, the charge can be expressed in the unit of the
PE1.

According to the definitions above, the LS non-linearity (LSNL) can be expressed as
the Evis/Edep. Normally the LSNL specifies all the energy depositions occurring at one
position while leaving the position dependence into the non-uniformity characterization.
The event-wise charge non-linearity (QNL) can be expressed as Erec/Evis. The overall
energy scale non-linearity (ESNL) is defined as the coupling of the LSNL and event-wise

QNL, expressed as
Evis
Edep

· Erec
Evis

. The non-uniformity (NU) reflects the position depen-

dence of the visible energy Evis(−→x ) (or the reconstructed energy Erec(−→x )).
This section aims to illustrate the QNL impact on the overall ESNL and NU, and demon-
strate the improvement of the corresponding control with the DCC.

In addition, there exists another conversion relationship, i.e. the true particle energy
to the deposited energy conversion. For example, for the reactor νe IBD event, the neu-
trino energy is converted dominantly to the positron kinetic energy and the annihilation
gammas energy, and a tiny fraction of the neutrino energy is converted to the neutron
recoiling energy (∼ O(10keV )), as explained in Sec.2.1.3. This energy conversion should
also be included for the energy spectrum analysis. However, it is largely irrelevant for the
DCC study in the energy scale control, thus this thesis does not open further discussion
on this topic.

1. With the proper absolute energy definition (PE-to-MeV conversion), the Evis and Erec energy can
be expressed in the unit of MeV
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6.1.1 Energy Scale Non-linearity

LSNL

By assuming the absence of the QNL, the energy scale non-linearity (ESNL) contains
only the LSNL effect. The LSNL is particle and energy dependent primarily owing to the
quenching and Cherenkov effects, as illustrated in Fig.6.1. Since no position dependence
exists under this assumption, the ESNL (here equivalent to LSNL) is generally universal
everywhere in the detector.

For example, at any position in the detector, by changing the particle information
including the type and energy, the relative nonlinear behavior of the energy deposition,
i.e. Fig.6.1 should be the same. One exception is that when the calibration source is
placed at the very edge (close to the boundary) of the LS, there could be some energy
leakage or energy deposited in the acrylic glass that needs to be considered. But this
is a corner effect and does not affect the general description of the detector response
in this thesis due to the fiducialization for physics extraction, thus being ignored. The
position NU will only affect the absolute light yield due to the position dependent optical
effects such as the optical acceptance, attenuation and shadowing effect. Typically, the
modeling of the LSNL can be done at the detector center as illustrated in Fig.6.1.
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Figure 6.1 – Liquid scintillator non-linearity (LSNL) for electrons (black), gammas (red)
and positrons (blue). It is equivalent to the energy scale non-linearity (ESNL) in absence
of the QNL. Since no QNL is assumed, Erec is scaled linearly with Evis. The LSNL curves
are obtained by simulating the calibration sources at the detector center. These curves
are almost universal everywhere in the detector, since it is independent of the NU effect
and no QNL effect is assumed. Here only the statistical uncertainty is considered, and
it is too small to be visible.
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Experimentally the gamma non-linearity can be obtained by deploying the radioactive
calibration sources1. The electron non-linearity can be deduced from the gamma non-
linearity as widely used in the reactor neutrino LS experiments. For the reactor νe
induced LSNL, i.e. the positron non-linearity, the kinetic energy part is similar to that
of electron, and the annihilation energy deposition corresponds to gammas.

QNL

When the QNL is considered in the energy scale, on the one hand the QNL has
a direct impact on the ESNL which is the convolution of the channel-wise QNL of all
channels; on the other hand the QNL brings the position dependence into the ESNL.
So the ESNL at one specific position in the detector is not representative for the whole
detector. In order to illustrate the ESNL in the presence of the QNL effect, the ESNL
at the detector center and that at the edge are shown in Fig.6.2 by assuming a ∼10%
channel-wise QNL over 100 PE. The QNL can directly bias the ESNL, and this bias
is supposed to be larger towards the detector edge where the charge detection is more
dedicated.
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Figure 6.2 – Energy scale non-linearity (ESNL) for electrons with zero QNL (black),
QNL at the detector center (dashed red) and QNL at the detector edge (solid red). A
∼10% channel-wise QNL over 100 PE is assumed (defined in Eq.(4.4)). The QNL impact
is expected to be small at the detector center as the charge detection dynamic range is
small at the center. However, at the detector edge, the QNL can significantly affect
the ESNL. Here only the statistical uncertainty is considered, and it is too small to be
invisible.

1. Due to practical limitations, there are no easy deployable sources for unbiased electron and positron
response characterization. So the calibration takes place in gamma energy equivalent as highlighted
above.
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Energy Scale Non-linearity Control with DCC

As the QNL will bring the position dependence into the ESNL, the uniformly dis-
tributed calibration signals are, in principle, desirable to characterize the ESNL for the
whole detector volume. However, experimentally, such calibration source is not practical
despite major effort to achieve so. Therefore the optimal approach is to calibrate the
QNL channel-wise beforehand with DCC to eliminate the position dependence, and then
perform the LSNL calibration at one fixed position (like the detector center). Thanks to
the DCC approach, JUNO is the first experiment ever capable to articulate a complete
calibration scheme where each response component can be fully (or almost) disentangled
from first principles.

In order to illustrate the performance of DCC in the ESNL control, the uniformly dis-
tributed mono-energy electron signals are useful in simulation, even though these signals
are not attainable experimentally. These uniformly distributed signals are calibrated to
the detector center according the NU calibration which will be discussed in detail in the
next section.

By assuming a 10% (over 100 PE) level channel-wise QNL of the LPMT , the QNL
impact on the ESNL (or event-wise QNL) is at 0.4% level, as shown in Fig.6.3. By ap-
plying the DCC for every channel of LPMT, the QNL effect on the ESNL is significantly
reduced to 0.1% level. When assuming an extreme case where the channel-wise QNL
effect is ∼50% over 100 PE, its impact on the ESNL can be up to 2% level, as shown
in Fig.6.4. After the QNL calibration with DCC, the ESNL bias induced by the QNL is
significantly reduced to ∼0.3%. This is a stunning number, which suggest the potential
for an almost negligible role of QNL effects upon the DCC application and it is to be
demonstrated experimentally.

There is still some residual QNL effect on the ESNL after the DCC correction, and
the reason for this residual effect (or not perfect calibration) is driven by the DCC
systematics as explained in detail in Sec.5.5. This residual QNL effect can possibly be
further reduced, if necessary, by developing higher order DCC method, which is to use
the proportionality between the residual bias and the diagnosed QNL as highlighted in
Sec.5.6. However such an effort awaits for detector data since other detection effects
currently not covered by the simulation accurately may be found to have an impact to
the DCC implementation. Those are to be understood and tackled first upon detector
commissioning.

If the residual bias can not be reduced, experimentally, it can be scrutinized for
systematics quantification either through the data driven approach or the data tuned
MC simulation approach. For example, two calibration sources with different energies
(e.g. 1 MeV and 8 MeV) can be used to scrutinize the residual bias; by scanning the
position of the two calibration sources, the detector responses corresponding to these
two sources at the same position can be got respectively; if there is no residual bias,
the ratio between these two responses should be constant; any bias from the constant
can be used for the systematics quantification. Another possible approach is to develop
Dual Calorimetry implementation with the cosmogenic signal spectra (like 12B), and as
mentioned in Sec.4.3.3 by comparing the measured cosmogenic signal spectra from the
two readout systems, some charge response diagnosis information may be helpful for the
systematics quantification. All those cross-checks will be implemented to test the DCC
performance upon the first data available.
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Figure 6.3 – QNL (∼10% channel-wise) impact on the ESNL and the control with DCC.
The ESNL corresponds to the uniformly distributed electron signals in the detector
volume. Upper panel: the ESNL in absence of the QNL is shown in black; by assuming
a ∼10% channel-wise QNL over 100 PE, the ESNL is then shown in red; after the DCC
correction, the ESNL is shown in blue. Lower panel: the pure QNL effect on the ESNL
which is defined as the ratio of the uncalibrated or calibrated ESNL to the ESNL with
zero QNL; A 0.4% QNL effect on the ESNL can be reduced to 0.1% level with the DCC
control. Here the statistical uncertainty and the uncertainties from the NU calibration
and DCC calibration are considered, and they are too small to be invisible.
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Figure 6.4 – QNL (∼50% channel-wise) impact on the ESNL and the control with DCC.
The ESNL corresponds to the uniformly distributed electron signals in the detector
volume. Upper panel: the ESNL in absence of the QNL is shown in black; by assuming
a ∼50% channel-wise QNL over 100 PE, the ESNL is then shown in red; after the DCC
correction, the ESNL is shown in blue. Lower panel: the pure QNL effect on the ESNL
which is defined as the ratio of the uncalibrated or calibrated ESNL to the ESNL with
zero QNL; A 2% QNL effect on the ESNL can be reduced to 0.3% level with the DCC
control.
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6.1.2 NU in Energy Scale

Apart from the ESNL, the non-uniformity (NU) is another key aspect in the en-
ergy measurement accuracy (or energy scale). The NU is also important for the energy
resolution control as will be addressed in the next section.

As mentioned previously, the nonuniform light (or photon) collection is primarily
owing to the optical acceptance including the solid angle between the PMTs and the
event vertex, the shadowing effect, the light attenuation, etc. Moreover the QNL effect
can mimic the NU effect as illustrated with Fig.4.3. Therefore, the calibration of the
NU requires not only a precise characterization of the NU map, but also an independent
calibration to the QNL.

NU Response Map

The geometry of the JUNO detector is spherical, and the PMTs are designed to be
distributed as symmetrically as possible. Ideally, if the spherical symmetry holds at
JUNO, the NU can be represented with a one dimension (1D) response map by scan-
ning the calibration source along any radial direction. However, due to the actual PMT
distribution, the nodes for supporting the acrylic ball, the chimney for deploying the cali-
bration system, etc., the spherical symmetry is poorly preserved at JUNO. The azimuthal
symmetry is expected according to the current design and the geometry simulation at
JUNO, thus being assumed for the following study.

In the spherical coordinate system, by assuming the azimuthal symmetry, the NU can
be represented by the responses in a 2D r-θ plane. About 300 optimized positions are
used for characterizing the NU in this thesis, as illustrated in Fig.6.5. The corresponding
NU response map in this 2D r-θ plane is got by simulating 1 MeV electrons at each
position with ∼10,000 statistics and applying a cubic interpolation, as shown in Fig.6.6.
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Figure 6.5 – NU calibration points at JUNO by assuming the azimuthal symmetry of
the detector response. About 300 calibration positions are optimized in 2D r-θ plane
within the fiducial volume (r < 17.2 m). The selection of these 300 positions are driven by
minimizing the residual NU bias after the calibration with the NU map for the uniformly
distributed signals in the full fiducial volume. The calibration systems including ACU,
CLS, GT and ROV can provide the accessibility to these positions.
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Figure 6.6 – The JUNO detector NU response in the 2D r-θ plane. The z-axis is defined as
the detector response normalized to the detector center. About 300 optimized positions
are used according to Fig.6.5, and for each position 1 MeV electrons are simulated with
10,000 statistics. A cubic interpolation is applied in order to interpolate the NU response
in the full r-θ plane. No QNL is assumed here.

QNL Impact on NU

The QNL is position dependent because of its charge dependence relying on the
optical acceptance as elaborated in Sec.4.2.3. As illustrated with a 1D NU response map
in Fig.4.3, the QNL can mimic a NU behavior, thus biasing the NU response map.

The QNL induced position dependent response can be expressed as the ratio of
Erec(

−→x )QNL/Erec(
−→x )zero QNL. By assuming an extreme case of ∼50% channel-wise

QNL, the 2D NU response map of Fig.6.6 will be biased by the QNL effect up to 1%,
as illustrated in Fig.6.7. If the 2D NU response map is obtained by higher energy (>1
MeV) calibration sources, the QNL induced NU bias is foreseen to be larger.

NU Bias Control with DCC

As just illustrated, the QNL can mimic a NU behavior, hence bias the modeling of
the intrinsic NU response in the energy scale. Moreover, this NU bias will also affect the
energy resolution as will be explained in the next section. The DCC is capable to reduce
the QNL induced NU bias by calibrating the QNL channel-by-channel. As illustrated in
Fig.6.8, the DCC can control the QNL induced NU bias to 0.1% level, being one order
of magnitude improvement.
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Figure 6.7 – The QNL induced NU bias by an extreme case of ∼50% channel-wise QNL.
The NU bias is expressed as the ratio of the NU response map with QNL to that without
QNL. In the presence of the QNL, the 2D NU response map of Fig.6.6 will be biased up
to 1%.
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Figure 6.8 – The DCC control for the QNL induced NU bias. By applying the DCC for
the QNL calibration, the QNL induced NU bias (by ∼50% channel-wise QNL) can be
controlled at 0.1% level.
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6.2 Energy Resolution Control with DCC

6.2.1 Energy Resolution of JUNO

The energy resolution characterizes the precision of the energy measurement, and can
be defined as the standard derivation (σE) over the mean value (E) of the measured en-
ergy distribution for a given energy, namely

σE
E

. The energy resolution typically includes
the stochastic component dominated by statistical fluctuation, and the non-stochastic
component affected by the detector response effects. Different types of detectors may
focus on different aspects about the energy resolution due to the specific detector design.
To be simple and concrete, the JUNO energy resolution simulated through the official
JUNO software is used for illustrating different components of the energy resolution in
this section.
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Figure 6.9 – Illustration of different contributions for the electron energy resolution at
JUNO. The fitting adopts the energy resolution model of Eq.(6.2): a stochastic term "a"
and a constant term "b". When considering only the photon statistics (Poisson) effect,
the energy resolution at the detector center is shown in blue. By adding the quenching
and Cherenkov effects, the energy resolution is in red. If the PMT charge resolution
(30%) is also added, then the energy resolution is shown in green. For the uniformly
distributed signals with the quenching, Cherenkov and PMT charge resolution effects,
after the NU calibration (Fig.6.6), the energy resolution is shown in black.

Photon Statistics (Poisson)

The stochastic component of the energy resolution is dominated by the fluctuation
of the LS photon statistics. As the scintillation photons hit stochastically the PMTs, the
collected photons follow the Poisson statistics, for a Poisson distribution with the mean
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value of N1, its standard derivation is given by
√
N . So the photon statistics component

of the energy resolution follows 1/
√
N law (or a/

√
E law), shown as the blue curve in

Fig.6.9. This component ("a" term) is the leading term for JUNO, a better than 3%
energy resolution at 1 MeV requires large than 1200 PE yield per MeV.

Quenching and Cherenkov effects

The non-stochastic component of the energy resolution is affected by various response
effects. Ones of the major contributions are the quenching and Cherenkov effects, and
they contribute to (by increasing or decreasing) the photon statistics largely in a non-
stochastic (or no 1/

√
N) way. When the quenching and Cherenkov effects are considered,

the energy resolution manifests as the red curve in Fig.6.9. For simplicity, the non-
stochastic component is considered only as a constant term ("b"), and then the energy
resolution model is defined as:

σE
E

=

√
(
a√
E

)2 + b2. (6.2)

By fitting the energy resolution with the model above, the quenching and Cherenkov
effects contributes to the constant term of ∼0.57%.

PMT Charge Resolution

The PMT charge resolution also affects the energy resolution. Since the PMT charge
resolution corresponds to mainly the electron amplification processes, following the Pois-
son statistics, it contributes to the energy resolution in terms of the stochastic term "a".
For example, if ∼30% charge resolution is considered, the energy resolution is shown as
the green curve in Fig.6.9 where the "a" term is increased from 2.88% to 3.05%.

Imperfect NU Calibration

Another major contribution for the non-stochastic energy resolution comes from the
imperfect NU calibration. The imperfect NU calibration results in a smearing effect
in the measured energy distribution, thus worsening the energy resolution. In order to
illustrate this point, by applying the NU calibration (imperfect 2D NU response map of
Fig.6.6) to the mono-energy electron signals uniformly distributed in the detector vol-
ume, the energy resolution is then shown as the black curve in Fig.6.9.

It turns out that the non-stochastic term, here a simple constant term "b", is in-
creased from 0.58% to 0.85% because of the smearing effect from the imperfect NU
calibration. It is worth pointing out that the uniformly distributed signals in the detec-
tor volume result in a better stochastic energy resolution compared to the signals at the
detector center, from 3.05% to 2.80%. The reason is that the average photon yield of the
uniformly distributed signals is higher than that of the signals at the detector center, so
a higher photon (or PE) yield leads to a better energy resolution following the 1/

√
N

law.

1. Typically N is large enough such that the Poisson distribution is approximately to a Gaussian
distribution
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Other Effects

Another important effect that matters for the energy resolution is the QNL and it
will be discussed in particular in the next section together with the corresponding DCC
control.

Besides, there are other effects that will contribute to the energy resolution including
the PMT dark noise, the smearing from the vertex reconstruction, etc. These effects are
also important and a dedicated study at JUNO can be found in Ref.[174]. However, these
effects are likely irrelevant to the QNL impact on the energy resolution. For the sake of
a clear illustration of the QNL impact and DCC performance for the energy resolution,
these effects are not included in the following studies.

6.2.2 QNL in Energy Resolution and DCC Control

The QNL can affect the energy resolution in the following ways. On the one hand,
the QNL can direct affect (or bias) the charge measurement, thus distorting the charge
distribution (i.e. the energy distribution) including both the mean value and the standard
derivation. On the other hand, the QNL can bias the NU response map as explained in
Sec.6.1.2, appearing like additional spatial variation, and the biased NU response map
results in additional non-stochastic energy resolution.

The DCC is demonstrated in this thesis to provide the direct channel-wise QNL cal-
ibration, hence both the QNL induced bias in charge distribution and the QNL induced
bias in the NU response map can be largely corrected.

For instance, if there exists ∼10% channel-wise QNL over 100 PE (Eq.(4.4)), the
non-stochastic term (here constant term "b") of energy resolution will be worsened from
∼0.85% to ∼0.95% if fitting to the model of Eq.(6.2). The relative deterioration of the
overall energy resolution is up to ∼5% in 1∼8 MeV range as illustrated in Fig.6.10. By
applying the DCC correction both for the energy measurement and the NU response
map, the energy resolution deterioration can be largely corrected and be controlled at
1% level, also as illustrated in Fig.6.10.

The non-stochastic component of the energy resolution may not be able to be ex-
pressed in a simple constant term, if the QNL effect is more significant. For example, by
considering an extreme case where ∼50% channel-wise QNL over 100 PE (Eq.(4.5)) is
assumed, the energy resolution is shown as the red curve in Fig.6.11. In this case only a
constant term can not model the energy resolution well, and it is found that a E2 term
can be added in the energy resolution model for keeping the fitting quality, as:

σE
E

=

√
(
a√
E

)2 + b2 + d2E2. (6.3)

Under this extreme QNL assumption, the relative deterioration of the energy resolution
can be as large as 60%, while with the DCC correction it still can be controlled at 1%
level, as illustrated in Fig.6.11.

In summary, through the two examples above, it is demonstrated that the DCC
can control the energy resolution deterioration caused by the QNL effect to 1% level
(relatively) and keep the non-stochastic component below 1%.
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Figure 6.10 – QNL (∼10% channel-wise) impact on the energy resolution and the control
with DCC. The energy resolution corresponds to the uniformly distributed electron sig-
nals in the detector volume with the NU response calibration. The quenching, Cherenkov
and 30% PMT charge resolution effects are considered. The fitting adopts the energy
resolution model of Eq.(6.2): a stochastic term "a" and a constant term "b". Upper
panel: the energy resolution in absence of the QNL is shown in black; by assuming a
∼10% channel-wise QNL over 100 PE, the energy resolution is then shown in red; af-
ter the DCC correction, the energy resolution is shown in blue. Lower panel: the pure
QNL effect on the energy resolution which is defined as the ratio of the uncalibrated
or calibrated energy resolution to that with zero QNL. A 5% relative energy resolution
deterioration caused by the QNL can be reduced to 1% level with the DCC control.



119 6.2. Energy Resolution Control with DCC

0 1 2 3 4 5 6 7 8 9

0.010

0.015

0.020

0.025

0.030
 / ndf 2χ  37.59 / 5

a        05− 8.68e± 0.02802 
b        05− 6.445e± 0.008534 
d        05− 5.84e±08 − 4.655e

 / ndf 2χ  37.59 / 5
a        05− 8.68e± 0.02802 
b        05− 6.445e± 0.008534 
d        05− 5.84e±08 − 4.655e

 / ndf 2χ  38.71 / 5
a         0.0001286± 0.02845 
b         0.0002335± 0.006834 
d        05− 1.211e± 0.002136 

 / ndf 2χ  38.71 / 5
a         0.0001286± 0.02845 
b         0.0002335± 0.006834 
d        05− 1.211e± 0.002136 

 / ndf 2χ  49.17 / 5
a        05− 8.726e± 0.02775 
b        05− 6.316e± 0.008693 
d        05− 5.77e±09 −6.474e− 

 / ndf 2χ  49.17 / 5
a        05− 8.726e± 0.02775 
b        05− 6.316e± 0.008693 
d        05− 5.77e±09 −6.474e− 

0 1 2 3 4 5 6 7 8 90.8

1.0

1.2

1.4

1.6

1.8

True Deposited Energy (MeV)

En
er

gy
 R

es
ol

ut
io

n
R

at
io

Zero QNL

With QNL 

DCC Calib

With QNL 

DCC Calib

Figure 6.11 – QNL (an extreme case of ∼50% channel-wise) impact on the energy res-
olution and the control with DCC. The energy resolution corresponds to the uniformly
distributed electron signals in the detector volume with the NU response calibration.
The quenching, Cherenkov and 30% PMT charge resolution effects are considered. The
fitting adopts the energy resolution model of Eq.(6.3): a stochastic term "a", a constant
term "b" and an additional term "d". Upper panel: the energy resolution in absence of
the QNL is shown in black; by assuming a ∼50% channel-wise QNL over 100 PE, the
energy resolution is then shown in red; after the DCC correction, the energy resolution
is shown in blue. Lower panel: the pure QNL effect on the energy resolution. A 60%
relative energy resolution deterioration caused by the QNL can be reduced to 1% level
with the DCC control.
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6.3 Summary and Outlook

As highlighted with many examples in this chapter, the QNL is a critical factor
in the detector response having significant impact on the energy scale and the energy
resolution. The energy scale and energy resolution are of greatest importance for the
reactor neutrino oscillation physics at JUNO. The DCC developed in this thesis exhibits
great capability to control both the energy scale and the energy resolution through the
direct LPMT QNL calibration.

The QNL impact on the ESNL can be controlled better than 0.3% level with the
DCC, an 0.1% control seems attainable. The QNL impact on the energy resolution can
also be controlled well with the non-stochastic term below 1%. In the relative sense, the
energy resolution deterioration caused by QNL can be reduced from a few percent (even
more than 50%) to 1% level.

Since the detector is not yet built, the instrumentation driven QNL effect can not
be well predicted, several assumptions and examples are made in order to illustrate the
prospect performance of the DCC in this thesis. The performance obtained even in the
worst case scenario1 (expected to be much worse than JUNO) demonstrates that the
DCC can handle the situation if unexpected control of the QNL ever took place. So, this
thesis has demonstrated a major redundancy system for JUNO experiment to be able to
successfully achieved its energy control goals. As a data driven approach, understanding
the methodology of the DCC for handling the QNL and the energy control is more
important, as elaborated in the thesis.

In the future, the experimental quantification of the energy scale systematics is worth
for further development, including the Dual Calorimetry based on cosmogenic signals and
neutrino oscillations (distribution-wise), as well as higher order channel-wise DCC based
on both data and MC. Upon the improvement of the MC configuration, the detector
commissioning and running, more effort for the energy resolution parameterization, es-
pecially for the non-stochastic term breakdown, is requisite.

1. The worst scenario appears as the ∼50% channel-wise QNL in the 1∼100 PE range.



Chapter 7

SPMT Readout Electronics
Performance for Dual Calorimetry

In the Dual Calorimetry, the SPMT system plays the role of the charge linear cali-
bration reference. The key to achieve the SPMT charge linearity eventually relies on the
hardware performance of the SPMT readout electronics.

As briefly presented in Sec.3.2.2, the core of the SPMT readout electronics is the
ASIC Battery Card (ABC) that was concived and designed by APC and IJClab teams..
The SPMT system has about 200 ABC boards, and each of them handles the signals of
128 SPMTs. The ABC board is designed to provide the capabilities of the digital PE
counting, charge measurement, time measurement, high trigger rate handling, etc. This
chapter gives more details about the ABC design and functionality together with the
performance testing results contributing to the Dual Calorimetry hardware validation.

7.1 ABC Board

The ABC board features eight CATIROC chips and one FPGA, as shown in Fig.7.1.
The CATIROC chip [206], as one of the key element in the ABC board, is provided by
the OMEGA microelectronics laboratory. Each chip provides 16 independent channels
with a common trigger threshold, and each channel can perform the charge and time
measurement in the auto-trigger (or trigger-less) mode.

In fact, each channel has two effective sub-channels, working in the "ping-pong"
mode, in order to reduce the effective deadtime. The ping and pong correspond to two
capacitors that can store the signals. For example, two signals arrive at one channel; if
the ping channel is occupied by the first signal, the second signal can be processed with
the pong channel. With the "ping-pong" mechanism, the deadtime of the CATIROC
can reach about 9 µs if the full chip is occupied and it can reach about 6 µs if only one
channel is occupied [204].

The charge measurement records effectively the amplitude of the signal pulse with
the dynamic range up to 400 PE. The time measurement records the arrival time of the
signal pulse with the designed precision better than 100 ps. The data stream from the
CATIROC digitization is called the charge data stream (QDS) and it is captured by the
FPGA for further processing and packaging.

The Kintex-7 FPGA (Field Programmable Gate Array) is the other key element pro-
vided by Xilinx. Besides the aforementioned data handling of the QDS, the FPGA can
yield a discriminator data output. Specifically, the trigger threshold (common for 16
channels) of the CATIROC is programmable and it can serve as a signal-noise discrim-
inator; the signals passing the threshold can be counted digitally and recorded directly
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by the FPGA, i.e. the discriminator data stream (DDS). Since it does not experience
the digitization process of the CATIROC, the deadtime is much smaller (<100 ns). The
DDS provides the essential information for the single PE counting and also for the Pois-
son zero PE counting correction that is introduced in Sec.5.4.2. The short deadtime of
DDS extends the capability of handling high rate supernova neutrino events.

In addition, the FPGA provides an accurate time sampling for recording the time
of the event and also the time over threshold information with 1 ns precision. The
time over threshold information is proportional to the charge and complementary to the
CATIROC charge information of the signal pulse amplitude. Thus it can help the charge
measurement for multi-PE events.

The FPGA is also used for the communication with the CATIROC configurations
(slow control), the local synchronisation, the data transfer to the GCU, etc.

Apart from the CATIROC and FPGA, there is also a FPGA mezzanine card (FMC)
providing a fast path to the GCU and a 1 GB DDR memory providing data buffering in
the ABC board.

Figure 7.1 – Prototype of the ABC board version 0. The eight CATIROC chips are
symmetrically distributed in the board and the FPGA is located in the center. For
the version 0 prototype, two types connector (left: ERNI, right: SAMTEC) for signal
injection are designed in order to test their performance respectively. The final selection
is the SAMTEC (right) connector.

7.2 ABC Version 0 Performance Test

The purposes of the ABC version 0 test in this thesis are 1.) to test and validate the
general performance of the two data streams (QDS and DDS) contributing to the Dual
Calorimetry hardware validation, 2.) to help the electronics engineers for the firmware
and software debugging, 3.) to help improving the design of the new version of ABC
(version 1).

In order to simplify the explanation of the following testing results, three trigger
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configurations are introduced.

— Auto-trigger mode. In this mode, a common trigger threshold can be set per
CATIROC (16 channels), and once the input signal passes the threshold, it will be
recorded.

— Force-trigger mode. In this mode, the FPGA generated periodic pulse can force the
board to take data regardless of the input signals. It can realize the control from
a single channel to the entire board (128 channels). The frequency of the periodic
pulse has 16 options from ∼1 kHz up to 30 kHz. If there is no input signal, the
force-trigger will take the noise data getting the pedestal distribution.

— External-trigger mode. This mode is similar to the force-trigger mode. Instead of
using the periodic pulse generated by the FPGA, an external pulse can by injected
as a common trigger to force the board to take data according to the rate of the
external pulse, regardless of the input signals.

The force-trigger and the external-trigger mode are largely used to take the pedestal
data for the performance test in this thesis. Through the pedestal analysis, a lot of func-
tionalities can be tested including the charge measurement, correlations among channels,
discriminator output, timing, stability, etc.

7.2.1 Charge Data Stream

The essential information recorded in the QDS is the charge and time measured by
the CATIROC chip. The data format of the QDS [207] is:

“00” (2 bits)− “Channel.Nb” (4 bits)− “Coarse T ime”(26 bits)− “Gain” (1 bit)

−“Event Counter” (11 bits)− “Charge” (10 bits)− “Fine T ime” (10 bits)

−“00000 Sanity” (5 bits)− “ASIC.Nb” (3 bits)− “Card.Nb” (8 bits), (7.1)

where the “00" is the identifier of the QDS and “00000 Sanity" can be used to check
if data is misaligned or corrupted..

This section aims to study the correlation between different channels, the time reso-
lution and the stability of the QDS mainly by means of the pedestal analysis.

7.2.1.1 Pedestal

Under the force-trigger (or external-trigger) mode, when there is no signal injection
to any channel, only the electronics noise will be sampled by the CATIROC, forming
pedestal distributions. A typical pedestal distribution for one channel is shown in Fig.7.2.
The pedestal distributions for all 128 channels are shown in Fig.7.3. The pedestal mean
values indicating the electronics noise level have a dependence on the CATIROC with
about 30% difference by CATIROC, but within one CATIROC the pedestal mean values
differ less (about 10%) by channel. The pedestal width is typically from 1.1 to 1.5 ADC
unit.

These results indicate that the channel by channel pedestal calibration is necessary.
As explained previously, the pedestal control is critical for the SPMT response control,
a preliminary study of the pedestal width with the single PE injection was done by
the collaborators [204] and a typical 0.05 PE pedestal width was observed in the early
stage. The pedestal should be in high priority in future ABC test, combined test and
commissioning.
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Figure 7.2 – The typical pedestal distribution of one channel in the ping mode of the
ABC board under ∼1 kHz force-trigger.
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Figure 7.3 – Pedestal distributions for 128 channels (ping mode) of the ABC board under
∼1 kHz force-trigger. From channel 0 to 127, every 16 channels in sequence correspond
to one CATIROC. For the 128 channels in the pong mode, the results are the same.
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7.2.1.2 Correlation

Under the force-trigger (or external-trigger) mode, the data samplings for all the
channels occur almost simultaneously. If there are some correlations (or cross-talks)
between different channels, the correlation level can be estimated by the correlation
coefficient, given by:

ρa,b =
cov(a, b)

σa σb
, (7.2)

where σa and σb are the standard derivations of the pedestal distributions for channel a
and channel b respectively, and cov(a, b) is the covariance between pedestal distributions
of channel a and b.

Fig.7.4 shows an example of the correlation between two channels, where the cor-
relation coefficient is about 0.4. The correlation relations among all the channels are
shown as a matrix in Fig.7.5 together with the correlation coefficient distribution. The
correlation between two different channels can be up to ρ = 0.5, and the correlation
within the same CATIROC is typically stronger than that in different CATIROCs, as
expected. The measured correlation coefficients indicate a certain level cross-talk among
channels.

Another cross-talk study was performed by collaborators through injecting a large
charge signal into one channel and observing the pedestal variation in the other channels
[208]. The preliminary results indicated that the cross-talk was less than 0.1%, namely if
the injected signal is 100 PE in one channel, the mean value of the pedestal distribution
of other channels will be increased by 0.1 PE at most.
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Figure 7.4 – An example of the correlation between two different channels (ping mode).
Channel a and b are forced to simple the noise data almost simultaneously. The measured
charges for channel a and b under the same trigger is plotted. The correlation coefficient
between these two channels is about 0.4.
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Figure 7.5 – Left: correlation matrix for all the 128 channels (ping mode). The color
corresponds to the correlation coefficient value. Right: the correlation coefficient distri-
bution for all the 128 channels (ping mode). Each channel is fully correlated with itself
as ρi,i = 1. The results in pong mode are similar.

7.2.1.3 Timing

In the QDS, the time of one event is recorded with two variables, i.e. the coarse time
with 25 ns precision and the fine time with roughly 25 ps precision in 0∼25 ns range.
The time recorded for an event can be calculated as the sum of the coarse time and the
fine time.

The fine time needs to be calibrated. The maximal fine time variation is 0∼1023
TDC unit. However, the actual fine time variation is not exact 0∼1023 and it is different
by channel. In order to perform the fine time calibration, a large amount of statistics
(> 10, 000) need to be collected for each channel to get the fine time distribution; then
the minimal (tmin) and maximal (tmax) fine time values in terms of the TDC unit can
be identified; the calibration corresponds to computing the exact fine time precision as
25 ns/(tmax - tmin), as illustrated in Fig.7.6.
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Figure 7.6 – A typical fine time distribution for one channel (ping mode). The maximal
variation range of the fine time is 0∼1023 (TDC unit). For the channel presented in this
figure, the actual fine time variation is identified to be 26∼997 (TDC unit), so the fine
time precision is calibrated to be 25 ns/971 ≈ 25.75 ps for this channel.
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7.2.1.4 Time Resolution

If two channels are triggered at the same time, the difference of the recorded time
between the two channels can be used to represent the time resolution of the QDS. The
time difference can be defined as:

∆tij = t(ktrigger, ichannel)− t(ktrigger, jchannel), (7.3)

where ktrigger is the label of the trigger number, i and j are the labels of channels.
The advantage of using this time difference to represent the time resolution is that

the time measurement uncertainty caused by the jitter in the pulse generator can be
eliminated. The disadvantage is that it is sensitive to the channel-to-channel systematics
such that if this systematics has a non-negligible impact, this time difference does not
represent the intrinsic time resolution of the QDS.

Under the force-trigger (or external-trigger) mode to all channels, by considering
channel 0 as the reference channel, the computed ∆ti0 distributions with i = 1, ...127
are shown in Fig.7.7. It is interesting to notice that under the force-trigger (or external-
trigger) mode, even though the force-trigger is common to all the channels, it does not
trigger all the channels exactly at the same time because of the trigger distribution.

When ∆tij is negative (positive), it means that the force trigger arrives early (later)
at channel i than channel j. The value of ∆tij is proportional to the travel distance of
the force trigger signal. In the ABC layout, the FPGA is in the middle of the board, and
there are four CATIROCs in each side; the FPGA distributes the force-trigger first to
one half board (channel 64∼127), then to the other half board (channel 0∼63); within
one CATIROC, the force-triggers arrive at each channel chronologically according to the
channel number, as illustrated in Fig.7.7. The clear chronological order (a few hundreds
ps) of the trigger distribution indirectly reflects the good time resolution of the QDS.
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Figure 7.7 – Time difference ∆tij with channel 0 as the reference channel (j=0) under the
force trigger mode for 128 channels in the QDS. The x-axis is the channel i number from
1 to 127. The mean value the ∆tij represents the chronological order of the force-trigger
distribution. The standard derivation of ∆tij represents the CATIROC time resolution
with the existence of the channel-to-channel systematics. The fine time calibration is
applied channel by channel for calculating ∆tij .
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The time resolution can be represented by the standard derivation of the ∆tij dis-
tribution, i.e. σ∆tij . Fig.7.8 shows three examples of the ∆tij distribution. If the two
channels are within the same CATIROC, the σ∆tij is about 50 ps; if two channels are
within the same half board, but different CATIROC, σ∆tij is about 100 ps; as for two
channels in the two different half boards, the σ∆tij is about 300 ps and there are sev-
eral peaks in the ∆tij distribution dominated by the channel-to-channel systematics in
this case. The exact reason for this multiple peaks structure remains unknown. One
possible reason could be related to the force trigger distribution. Since the force trigger
goes across from one half board to the other, one reasonable guess is that some sys-
tematic effects exist in the across region between the two half boards and cause some
uncertainties in the time measurement. If the reason is exactly only related to the force
trigger distribution, the multiple peaks structure will unlikely affect the time resolution
in the auto-trigger mode used in the physics case, because it does not experience such a
force trigger distribution. Otherwise, this multiple peaks structure should be seriously
investigated.

Nevertheless, the time resolution represented by the σ∆tij is within 300 ps which is
much smaller than the PMT transit time spread (∼5 ns).
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Figure 7.8 – Three examples of the ∆tij for 1.) two channels within the same CATIROC
(black), 2.) two channels within the same half board but different CATIROCs (blue)
and 3.) two channels at different half boards (red). The multiple peaks structure in case
3.) shows some unknown systematic effects possibly due to the force-trigger distribution
when the trigger goes across the two half boards.

There is another way to investigate the time resolution of the QDS, and that is to
compute the time difference between two successive events within one channel under a
fixed trigger rate, defined as:

δtk+1,k = t((ktrigger + 1), ichannel)− t(ktrigger, ichannel). (7.4)

Being opposite to the ∆tij , the δtk+1,k in insensitive to the channel-to-channel systemat-
ics but sensitive to the jitter in the pulse generator. Due to the existence of a large jitter
(∼500 ps) in the pulse generator for this test, the time resolution was not able to be
investigated with δtk+1,k. However, a similar study was performed by the collaborators
and less than 150 ps time resolution was observed [204].
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7.2.1.5 Stability

The stability of the ABC board can be monitored through the pedestal. Under the
force trigger mode, the stability of the pedestal mean value and the width were monitored
for 16 days with in-continuous data taking but same configurations including the trigger
configuration, ABC configuration, environment of experiment, etc.

During the 16 days monitoring, the pedestal mean values for different channels within
one CATIROC move with approximately the same pattern (common move) correspond-
ing to each restarting of the ABC board as illustrated in Fig.7.9. The common move
exists differently in each CATIROC. Despite that, the pedestal mean value variation
is small and at 0.3% level for all channels. The pedestal width variation is within 5%
during the 16 days observation. This information aids both to characterize the intrinsic
stability of the electronics and to define the possible pedestal calibration frequency of
the experiment.
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Figure 7.9 – Pedestal stability during 16 days observation. Left: pedestal mean value
variation. The variation is at 0.3% level and the variation is largely common for all the
channels within the same CATIROC. The common move corresponds to each restarting
of the ABC board. Right: pedestal width variation; the pedestal width variation is
within 5%. Both 16 ping and 16 pong channels of one CATIROC are shown. The similar
behavior was observed in all the other CATIROCs of the ABC board even though the
common move patterns for different CATIROC are different.

7.2.1.6 Unexpected Feature with High Loading

During the ABC test, an unexpected feature in the QDS was observed as illustrated
in Fig.7.10. This feature can be described as the “quasi periodic fake charge" appearing
in the full charge range (0∼1023 ADC unit), while there should be only the charge
distribution within an expected charge range.

Since the reason causing this feature remains unknown but under investigation, here
the observations related to this unexpected feature are listed as follows:

1.) The same unexpected feature of Fig.7.10 appears under different trigger configu-
rations including the auto-trigger with high rate, the external-trigger with high rate, the
combination of external-trigger and force-trigger, etc.

2.) This unexpected feature seems related to the loading of the CATIROC. The load-
ing is defined as the multiplication between the trigger rate and the number of enabled
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channels. The trigger rate can be understood as 1/δt, where δt is the time difference
between two successive triggers. When the loading is high, e.g. 200 kHz trigger rate with
16 enabled channels or random trigger rate with the chance of δt → 0 (i.e. effectively
high rate), the unexpected feature of Fig.7.10 will appear.

3.) Even though the unexpected feature appears, the sanity words “00000" are cor-
rect in QDS. This implies that the data in the QDS is not misaligned. There are two
places where this can take place, i.e. the actual CATIROC data encoder (i.e. a hardware
problem) and/or the CATIROC-to-FPGA data conversion by the firmware. These two
scenarios are under investigation.

4.) With the existence of this unexpected feature, the discriminator data stream
works correctly, or at least nothing beyond the expectation was observed. This suggests
that the hardware discriminator and the firmware again works as expected.

These observations imply that potentially there may be some issues of handling high
loading configuration is the QDS. The origin of the unexpected feature was not fully
understood and the solution to handle this issue is under investigation but beyond the
scope of this thesis work. However, as will be demonstrated next, the DDS complete
functionality of the ABC works as expected. So, this issue affects only a fraction of the
readout.

Figure 7.10 – Unexpected feature with high loading in QDS. With the high loading in the
CATIROC, the unexpected “fake charge" appears quasi periodically in the full charge
range (0∼1023 ADC unit). The expected charge distribution is the high statistics peak in
the range from ∼50 to ∼100 ADC unit. Different color corresponds to different channels.
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7.2.2 Discriminator Data Stream

The DDS is not an intrinsic feature of the CATIROC standard readout strategy,
but an innovation designed by the APC/IJCLab teams for the ABC board specific for
JUNO SPMT system. The DDS contains the digital PE counting information, the time
of each signal and the time over threshold of the signal pulse. As the deadtime of the
DDS (<100 ns) is much smaller than that of the QDS (i.e ∼6 µs for a single channel, ∼9
µs for the full CATIROC), the DDS is capable to handle higher event rate. The data
format of the DDS [207] is:

“10” (2 bits)− “Edge” (1 bits)− “Channel.Nb” (4 bits)− “Event Counter” (25 bits)

−“Time stamp”(26 bits)− “Fine T ime” (6 bits)− “00000 Sanity” (5 bits)

−“ASIC.Nb” (3 bits)− “Card.Nb” (8 bits), (7.5)

where the “10" is the identifier of the DDS and “00000 Sanity" can be used to check if
data is misaligned.

7.2.2.1 Digital PE Counting

When the DDS is enabled, under the external trigger mode, the noise is sampled
and recorded digitally in the DDS, as illustrated in Fig.7.11. In comparison with the
recorded events in the QDS, the DDS is able to count digitally all the events without
failure.
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Figure 7.11 – The digital counting in the DDS (right) in comparison with the charge
measurement in the QDS (left). 1 kHz external trigger is applied. All the events are
successfully recorded by both the QDS in terms of charge and DDS in terms of digital
counting. The histograms correspond to only one channel. But the results for all the
other channels are the same.

7.2.2.2 Timing

The embedded time to digital converters (TDC) in the FPGA allows the time sam-
pling with 1 ns precision. The time of a signal pulse is sampled two times, i.e. at the
falling and rising detected edges of the pulse respectively. It means that not only the
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arrival time of the signal pulse but also the time over threshold information (i.e. pulse
width) can be recorded.

In practice, the timing information can be recorded either 1.) in the format of the
two edges (160 bits) where the difference between the two edges corresponds to the time
over threshold, or 2.) in the format of the falling edge with the interval between the two
edges (80 bits) which is computed in the FPGA.

The time over threshold (or the pulse width) can be used to estimate the charge of
the input signal pulse, which is complementary to the QDS measurement of the pulse
amplitude.

For testing the timing properties of the DDS, under the auto-trigger mode, an input
signal with 6 ns falling time, 6 ns rising time and 12 ns width is injected into one channel,
and the measured time over threshold is about 17 ns within the expected range (12∼24
ns), as illustrated in Fig.7.12. For testing the whole board, the force-trigger is used to
sample the noise, the results indicate that each sampling by the force-trigger is about 20
ns as illustrated in Fig.7.13.
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Figure 7.12 – Time over threshold measurement in DDS for one channel. The auto-
trigger mode is enabled. The injected signal has 6 ns falling time, 6 ns rising time and 12
ns width. The expected time over threshold is in the range of 12∼24 ns. The measured
time over threshold is about 17 ns within the expectation.

Similar to the QDS, the time resolution of the DDS can be estimated with the ∆tij
under the force-trigger mode as illustrated in Fig.7.14. It is worth to point out that the
value of ∆tij in the DDS also indicates a chronological order of the trigger distribution,
i.e. the force trigger is first distributed to one half board (channel 64∼127) then to the
other half board(channel 0∼63). The chronological order in the DDS is consistent with
that in the the QDS as illustrated in Sec.7.2.1.4. However, due to the relative poor time
precision (1 ns), the chronological orders by CATIROC and by channel observed in QDS
are not observed in DDS. The typical standard derivation of the ∆tij (σ∆tij ) distribution
in the DDS is about 500 ps.
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Figure 7.14 – Time difference ∆tij with channel 0 as the reference channel ( j=0) under
the force trigger mode for 128 channels in the DDS. The x-axis is the channel i number
from 1 to 127. A chronological order is observed, i.e. the force trigger is first distributed
to one half board (channel 64∼127), then to the other half board (channel 0∼63). The
standard derivation of ∆tij is typically 500 ps.



Chapter 7. SPMT Readout Electronics Performance for Dual Calorimetry 134

7.2.2.3 High Trigger Rate Handling

Under the auto-trigger mode, a periodic signal with high rate is injected into one
channel. If the injected signal rate surpasses the deadtime of the QDS (6µs for one
channel occupation), some events can not be recorded by the QDS, but they can still
be counted by the DDS. As illustrated in Fig.7.15, when the signal rate is beyond ∼200
kHz, some events are lost in the QDS, but these events are well registered in the DDS;
however, limited by the bandwidth of the data transferring in ABC version 0 (USB 2),
the testing rate can only reach 500 kHz. With the new version of the ABC board (version
1) having higher bandwidth for data transfer, a complete DDS high trigger rate handling
test with the signal rate upto 10 MHz should be planned. From 200 kHz data missing 

is observed in charge 
stream, not in DDS.

Up to 500 kHz,  
no data missing in 
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Figure 7.15 – The high trigger rate handling with the DDS for one channel. A periodic
signal generated by a signal generator is injected into one channel. The x-axis is the
injected signal rate. The y-axis is the ratio between the number of events recorded in
the QDS and that in the DDS. Starting from ∼200 kHz some events are lost in the QDS
due to its deadtime. Up to 500 kHz, there is no signal loss in the DDS.

7.3 Summary

The electronics tests done in this thesis preliminarily validated the functionalities of
the PE counting, time, charge measurements, etc. in the QDS and DDS of the ABC
version 0. The DDS works smoothly and provide the necessary information for PE
counting providing the essential information for the Dual Calorimetry calibration. The
charge information about the pulse amplitude in the QDS and the time over threshold
information provided by DDS are both reachable, thus helping the charge measurement
for multi-PE events. The time resolution of the QDS is measured preliminarily less
than 300 ps despite some features potentially related to the trigger distribution to be
understood. The time resolution of the DDS is measured preliminarily at 500 ps level.
These testing results indicate that the performance of the ABC version 0 can fulfill the
requirement for the Dual Calorimetry and also physics measurement.
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However, several questions need to be further investigated, including the unexpected
feature with the high loading in the QDS (standard readout of the CATIRCO chip)
and the multiple peaks structure while investigating the time resolution of the QDS.
Another important feature is the grouping of every 16 SPMTs. Since each CATIROC
has only one common trigger threshold for 16 SPMTs, the grouping of 16 SPMTs with
similar parameters such as high voltage and charge resolution needs to be investigated
according to the PMT testing results. The pre-amplifier gain of each channel can be
adjusted individually in the CATIROC, thus it can be used to compensate the different
responses of different PMTs operated with the similar high voltage.

These electronics testing results in this thesis are also used to help the electronics
engineers to improve the ABC firmware and software development, as well as the design of
the ABC version 1. More electronics tests in combination with the SPMTs, high voltage
splitter board and other electronics components are ongoing with the collaboration effort
towards the SPMT system pre-commissioning1, installation and on-site commissioning.

1. There is a prototype detector, called JINO, under construction at IJCLab. It will be used for the
pre-commissioning of the SPMT readout and the proof-of-principle demonstration of the Dual Calorime-
try.



Chapter 8

Neutrino Mass Ordering Synergy
between JUNO and LBνB

8.1 Motivation

The JUNO intrinsic neutrino mass ordering (MO) resolution is at 3σ level from
the spectral analysis where the energy control has greatest importance as elaborated
in Sec.2.1.6. The Dual Calorimetry, as demonstrated in Chapter 6, can contribute the
energy control, hence the intrinsic MO measurement at JUNO. Besides, JUNO is the
unique experiment investigating the MO through the reactor neutrinos in vacuum driven
oscillation. It is complementary to the matter effects driven MO experiments including
the long baseline neutrino beam (LBνB) experiments and atmospheric neutrino experi-
ments. There exist synergies between JUNO and other MO experiments and these are
also addressed in this thesis in addition to the Dual Calorimetry study.

Several studies have investigated the MO synergy between JUNO and other MO ex-
periments. For instance, a JUNO MO sensitivity study with external ∆m2

µµ information
coming from the disappearance channel of LBνB can be found in Ref.[130], and the
combined MO sensitivity study between JUNO and IceCube-Upgrade/PINGU can be
found in Ref.[209].

For the purpose of investigating a possible strategy of the earliest MO resolution
≥ 5σ according to the time scale of JUNO, a dedicated study of combining the JUNO
and LBνB experiments was performed during the thesis. This study exploits the MO
synergy between JUNO and the current generation LBνB experiments (i.e. T2K and
NOvA). It also explores the prospect of a fully resolved MO only based on vacuum
driven oscillations. In addition, this study has considered possible data fluctuation and
key ambiguity in order to obtain a realistic estimation of the MO resolution.

The MO study during the thesis was initiated for understanding different MO de-
termination mechanisms, the complementarity and synergy among different approaches.
Then it was developed to investigate a possible strategy for the resolved MO solution
≥ 5σ by combining JUNO and the potentially available LBνB data according to JUNO
timeline. In cooperation with several collaborators from JUNO, NOvA, DUNE and Hy-
perK, this study finally became a dedicated paper submitted to arXiv [210] in the end
of August, 2020, and it is planned to be submitted for publication later. This chapter
presents this MO synergy study directly in the format of the paper.

8.2 Publication: Earliest Resolution to the Neutrino Mass
Ordering?
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We hereby illustrate and numerically demonstrate via a simplified proof of concept calculation tuned
to the latest average neutrino global data that the combined sensitivity of JUNO with NOvA and
T2K experiments has the potential to be the first fully resolved (≥5σ) measurement of neutrino Mass
Ordering (MO) around 2028; tightly linked to the JUNO schedule. Our predictions account for the
key ambiguities and the most relevant ±1σ data fluctuations. In the absence of any concrete MO
theoretical prediction and given its intrinsic binary outcome, we highlight the benefits of having such
a resolved measurement in the light of the remarkable MO resolution ability of the next generation
of long baseline neutrino beams experiments. We motivate the opportunity of exploiting the MO
experimental framework to scrutinise the standard oscillation model, thus, opening for unique discovery
potential, should unexpected discrepancies manifest. Phenomenologically, the deepest insight relies on
the articulation of MO resolved measurements via at least the two possible methodologies matter effects
and purely vacuum oscillations. Thus, we argue that the JUNO vacuum MO measurement may feasibly
yield full resolution in combination to the next generation of long baseline neutrino beams experiments.

The discovery of neutrino (ν) oscillations phenomenon
have completed a remarkable scientific endeavour last-
ing several decades that has changed forever our under-
standing of the phenomenology of the leptonic sector
of the standard model of elementary particles (SM). A
few modifications were accommodated to account for the
new phenomenon [1]. This means the manifestation of
massive neutrinos and leptonic mixing along with an em-
bedded mechanism for the intrinsic difference between ν
and ν̄ due to the violation of charge conjugation parity
symmetry, or CP-violation (CPV); e.g. review [2].

Neutrino oscillations imply that the neutrino mass
eigenstates (ν1, ν2, ν3) spectrum is non-zero and non-
degenerate, so at least two neutrinos are massive. Each
mass eigenstate (νi; with i=1,2,3) can be regarded as a

non-trivial mixture of the known neutrino flavour eigen-
states (νe, νµ, ντ ) linked to the three (e, µ, τ) respective
charged leptons. Since no significant experimental ev-
idence beyond three families exists so far, the mixing
is characterised by the 3×3 so called Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) [3, 4] matrix, assumed uni-
tary, thus parametrised by three independent mixing an-
gles (θ12, θ23, θ13) and one CP phase (δCP). The neutrino
mass spectra are indirectly known via the two measured
mass squared differences indicated as δm2

21(≡ m2
2−m2

1)
and ∆m2

32 (≡ m2
3−m2

2), respectively, related to the ν2/ν1

and ν3/ν2 pairs. The neutrino absolute mass is not di-
rectly accessible via neutrino oscillations and remains
unknown, despite major active research [5].

As of today, the field is well established both exper-

∗Contact: anatael@in2p3.fr
†Contact: yang.han@apc.in2p3.fr
‡Contact: nunokawa@puc-rio.br
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imentally and phenomenologically. All key parameters
(θ12, θ23, θ13 and δm2

21, ∆m2
32) are known to the few

percent precision. The δCP phase and the sign of ∆m2
32,

the so called Mass Ordering (MO), remain unknown de-
spite existing hints (i.e. <3σ effects). CPV arises if δCP

is different from 0 or ±π; i.e. CP-conserving solutions.
The unique binary MO measurement outcome means
the resolution between the normal (NMO) and inverted
(IMO) mass ordering, respectively implying positive (or
∆m2

32 > 0) or negative (or ∆m2
32 < 0) signs. NMO im-

plies ν3 is heavier than ν2, while IMO is the opposite.
The resolution of the positive sign of δm2

21 is known
from solar neutrino data [6, 7, 8, 9, 10] combined with
KamLAND [11], thus establishing the solar large mixing
angle MSW [12, 13] solution.

Mass Ordering Knowledge

This publication focuses on the global strategy to
achieve the earliest and most robust MO determination
scenario. MO has rich implications not only for the ter-
restrial oscillation experiments, to be discussed in this
paper, but also from a fundamental theoretical, e.g. see
review [14], an astrophysical, e.g. see review [15], and a
cosmological, e.g. see review [16], points of view. Pre-
liminary knowledge from global data [5, 17, 18, 19] im-
plies a few σ hints on both MO and δCP, where the latest
results were reported at Neutrino 2020 Conference [20].
According to latest NuFit5.0 [21] global data analysis,
NMO is favoured up to 2.7σ. However, this preference
remains fragile, as it will be explained later on.

Experimentally, MO can be addressed via three very
different techniques (see e.g. [22] for earlier work): a)
medium baseline reactor experiment (i.e. JUNO) b)
long baseline neutrino beams (labelled here LBνB) and
c) atmospheric neutrino based experiments. LBνB and
atmospheric rely heavily on matter effects [12, 13] as
neutrinos traverse the Earth over long enough base-
lines. Anti-neutrinos exhibit the opposite effect since
the planet is made of matter (not anti-matter). Instead,
JUNO is the only experiment able to resolve MO via
vacuum dominant1 oscillations, thus holding a unique
insight and role in the MO world strategy. This im-
plies complementarity and possible synergies among the
different techniques. The scenario for possible discrep-
ancies is not negligible since the experimental setups and
observables are not fully redundant. Indeed, new physics
may manifest as differences in the binary outcome of, at
least, two well resolved MO measurements.

The relevant LBνB experiments are the running

LBνB-II2, both NOvA [27] and T2K [28] experiments.
These are to be followed up by the next generation
LBνB-III with DUNE [29] and the Hyper-Kamiokande
(HK) [30] experiments, which are expected to start tak-
ing data around 2027. The possibility of the second
HK detector, in Korea, would enhance its MO deter-
mination sensitivity [31]. We will here focus mainly on
the immediate impact of the LBνB-II. Nonetheless, we
shall highlight the prospect contributions by LBνB-III,
due to their leading order implications to the MO reso-
lution. The relevant atmospheric neutrino experiments
are Super-Kamiokande [32] (SK) and IceCube [33] (both
running) as well as future specialised facilities such as
INO [34], ORCA [35] and PINGU [36]. Compared to
LBνB, one advantage is that of probing many baselines
simultaneously but one disadvantage is the larger uncer-
tainties in both baseline and energy reconstruction. The
HK experiment may also offer key MO insight via at-
mospheric neutrinos. Contrary to all those experiments,
JUNO [37] relies on high precision spectral analysis with
reactor neutrinos for the extraction of MO sensitivity.

Despite their different MO sensitivity potential and
time schedules (discussed in the end), it is worth high-
lighting the complementarity of each techniques as a
function of the most important neutrino oscillation un-
knowns today. In terms of θ23, the dependence is limited
by the so called octant ambiguity3 [38]. The MO sensi-
tivity of atmospheric experiments is heavily dependent
on this ambiguity solution while LBνB exhibit a smaller
dependence. JUNO is totally independent; a unique as-
set. In terms of the unknown δCP, its role in atmospheric
and LBνB’s inverts, while JUNO remains again uniquely
independent. This way, the MO sensitivity dependence
on δCP is less important for atmospherics (i.e. washed
out) but LBνB are largely handicapped by the degen-
erate phase-space competition to resolve simultaneously
both δCP and MO. In brief, while the MO sensitivity
of ORCA/PINGU swings from 3σ to about 5σ based
on the value of θ23, LBνB-IIsensitivities are effectively
blinded to MO for more than half of the δCP phase-space.
DUNE though has the unique ability to resolved MO,
also via matter effects only, regardless of δCP. Although
not playing an explicit role, the constraint on θ13, from
reactor experiments (Daya Bay [39],Double Chooz [40]
and RENO [41]), is critical for the MO (and δCP) quest
for both JUNO and LBνB experiments.

This publication aims to illustrate, and numerically
demonstrate, via a simplified proof-of-concept estima-
tion, the most important ingredients to reach a fully

1JUNO has a minor matter effect impact, mainly on the δm2
21 oscillation while tiny on MO sensitive ∆m2

32 oscillation [23].
2The first generation LBνB-I are here considered to be K2K [24], MINOS [25] and OPERA [26] experiments.
3This implies the approximate degeneracy of oscillation probabilities for the cases between θ23 and (π/4 − θ23).
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resolved (i.e. ≥5σ) MO measurement strategy relying,
whenever possible, only on existing (or imminently so)
experiments to yield the fastest timeline4. Our approach
relies on the latest 3ν global data information [21], sum-
marised in Table 1, to tune our analysis to the most
probable and up to date measurements on θ23, δCP and
∆m2

32, using only the LBνB inputs, as motivated later.

NuFit5.0 δm2
21 sin2 θ12 sin2 θ13

Both MO 7.42×10−5 eV2 0.304 0.0224

LBνB ∆m2
32 sin2 θ23 δCP

NMO 2.411×10−3eV2 0.565 −0.91π
IMO -2.455×10−3eV2 0.568 −0.46π

Table 1: In this work, the neutrino oscillation parameters
are reduced to the latest values obtained in the NuFit5.0 [21],
where ∆m2

32, sin2 θ23 and δCP were obtained by using only
LBνB experiments by fixing δm2

21, sin2 θ12 and sin2 θ13 to
the values shown in this table.

We also aim to highlight some important redundan-
cies across experiments that could aid not only the ro-
bustness of the MO resolution but also to exploit – likely
for the first time – the MO measurements for high pre-
cision scrutiny of the standard 3ν flavour scheme. This
way, MO exploration might open the potential for mani-
festations of beyond the standard model (BSM) physics;
e.g. see reviews [42, 37]. Our simplified approach is ex-
pected to be improvable by more complete developments
to yield further accuracy, once data is available. Such
developments though are considered beyond our scope.
We think those are unlikely to significantly change our
findings and conclusions, given the level of precision
available today. In order to better accommodate the
known limitations of our approach, we have intentionally
err to a conservative rationale, so that our conclusions
are more likely to be only reinforced by future studies
and additional information. We shall elaborate these
points further during the final results discussion.

Mass Ordering Resolution Analysis

Our analysis relies on a simplified combination of ex-
periments able to yield MO sensitivity intrinsically
(i.e. standalone) and via an inter-experiment synergies,
where the gain may be direct or indirect. The indirect
gain implies that the sensitivity improvement occurs due
to the combination itself; i.e. hence not accessible to nei-
ther experiment alone but caused by the complementary
nature of the observables provided by the different ex-
periments. These effects will be carefully studied as a
function of the delicate dependences to ensure the most

accurate prediction. The existing synergies embody a
framework for powerful sensitivity boosting to yield MO
resolution upon combination. To this end, we shall com-
bine the running LBνB-II experiments together with the
shortly forthcoming JUNO. The valuable additional in-
formation from atmospheric experiments will be consid-
ered qualitatively, for simplicity, only at the end dur-
ing the discussion of results. Unless otherwise stated
explicitly, throughout this work, we shall use only the
NuFit5.0 best fit values summarised in Table 1, to guide
our estimations and predictions by today’s data.
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Figure 1: JUNO Neutrino Bi-Oscillation Spectral Dis-
torsion. JUNO was designed to exploit the spectral distor-
tions from two oscillations simultaneously manifesting via re-
actor neutrinos in a baseline of ∼52 km. The slow and large
amplitude (sin2 2θ12/2 ≈ 42%) disappearance oscillation is
driven by θ12 and δm2

21with a minimum at ∼2 MeV. The fast
and smaller amplitude (sin2 2θ13/2 ≈ 5%) disappearance os-
cillation is driven by θ13 and ∆m2

32 instead. The frequency
pattern of the θ13 oscillation depends on the sign of ∆m2

32,
thus directly sensitive to mass ordering (MO) via only vac-
uum oscillations. This is a unique and complementary feature
to all other MO experiments, regardless of their final sensi-
tivity. JUNO’s high statistics allows shape-driven neutrino
oscillation parameter extraction, with minimal impact from
rate-only systematics. Hence, high precision is possible with-
out the the need of permanent reactor flux monitoring; often
referred as near detector(s). JUNO’s shape analysis relies on
the excellent control of reactor reference spectrum, implying
high resolution, energy scale control and a robust data-driven
reference spectrum obtained with the TAO detector.

Mass Ordering Resolution Power in JUNO

JUNO experiment [37] is one of the most powerful
neutrino oscillation high precision machines as well as
the first experiment able to exhibit the spectral dis-
tortion due to two simultaneous oscillations; i.e. a bi-
oscillation pattern, driven by “solar” δm2

21 and “atmo-
spheric” ∆m2

32. The JUNO spectral distortion effects
are described in Figure 1 and its data-taking is to start
by late 2022 [43]. Complementary 3ν interference ef-

4The timelines of experiments is a complex subject, as the construction schedules may delay beyond the control of the scientific
teams. Our approach aims to provide a minimally timing information to contextualise the experiments but variations may be expected.

3

139 8.2. Publication: Earliest Resolution to the Neutrino Mass Ordering?



fects, such as those enabling the δCP manifestation, are
exploited by the LBνB experiments. JUNO alone can
yield the most precise measurements of θ12, δm2

21 and
|∆m2

32|, at the level of ≤1% precision for the first time.
This implies JUNO is to lead the measurements of about
half (i.e. three out of six) of the parameters in the field.
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Figure 2: LBνB-II Mass Ordering Sensitivity. The
Mass Ordering (MO) sensitivity of LBνB-II experiments via
the appearance channel (AC), constrained to a range of θ23, is
shown as a function of the true value of δCP. The bands rep-
resent the cases where the true value of sin2 θ23 lies within the
interval [0.45, 060] with a relative experimental uncertainty
of 2%. The sin2 θ23 = 0.60 (0.45) gives the maximum (mini-
mum) sensitivity for a given value of δCP. The NuFit5.0 best
fitted sin2 θ23 value is indicated by the black dashed curves.
The NMO and IMO sensitivities are illustrated respectively
in the (a) and (b) panels. The sensitivity arises from the fake
CPV effect due to matter effects, which are proportional to
the baseline (L). The strong dependence on δCP is due to the
unavoidable degeneracy between NMO and IMO, thus caus-
ing the sensitivity to swigs by 100%. T2K, now (light green)
and future (dark green), exhibits very small intrinsic sensi-
tivity due to its shorter baseline (LT2K= 295 km). Instead,
NOvA, now (orange) and future (red), hold leading order MO
information due to its larger baseline (LNOvA= 810 km). The
future full exposure for T2K and NOvA imply a ∼3× more
statistics relative to today’s. NOvA is unfortunately not ex-
pected to resolve (i.e. reach ∆χ2≥ 25) alone. These curves

are referred as ∆χ2 AC
LBνB and were derived from data as de-

tailed in Appendix A.

JUNO has been however designed to yield a unique
MO sensitivity via vacuum oscillation upon the spec-
tral distortion 3ν analysis formulated in terms of δm2

21

and ∆m2
32 (or ∆m2

31). JUNO’s MO sensitivity relies on
a challenging experimental articulation for the accurate
control of the spectral shape related systematics arising
from energy resolution, energy scale control (nonlinear-
ities being the most important) and even the reactor
reference spectra to be measured independently by the
TAO project [44]. The nominal intrinsic MO sensitivity
is ∼3σ (∆χ2 ≈ 9) upon 6 years of data taking. All JUNO
inputs follow the collaboration prescription [37]. Hence,
JUNO is unable to resolve (∆χ2≥25) MO alone. In our

simplified approach, we shall characterise JUNO by a
simple ∆χ2= 9±1. The uncertainty aims to illustrate
possible minor variations in the final sensitivity due to
the experimental challenges behind.

Mass Ordering Resolution Power in LBνB-II

In all LBνB experiments, the intrinsic MO sensitivity
arises via the appearance channel (AC), from the tran-
sitions νµ → νe and ν̄µ → ν̄e; also sensitive to δCP. MO
manifests as an effective faked CPV bias. This effect
causes the oscillation probabilities to be different for
neutrino and anti-neutrinos even under CP-conserving
solutions. Disentangling the genuine (δCP) and the faked
CPV terms is not trivial. Two main strategies exist
based on the fake component, which is to be either a)
minimised (i.e. shorter baseline, like T2K) enabling to
measure only δCP or b) maximised (i.e. longer baseline)
so that matter effects are strong enough to disentangle
them from the δCP, and both can be measured simultane-
ously. The latter implies baselines>1000 km, best repre-
sented by DUNE (1300 km). NOvA’s baseline (810 km)
remains a little too short for a full disentangling abil-
ity. Still, NOvA remains the most important LBνB to
date with sizeable intrinsic MO sensitivity due to its
relatively large matter effects, as compared to T2K.

The current and future intrinsic MO sensitivities of
LBνB-II experiments are shown in Figure 2, including
their explicit θ23 and δCP dependences. The obtained
MO sensitivities were computed using a simplified strat-
egy where the AC was treated as rate-only (i.e. one-
bin counting) analysis, thus neglecting any shape-driven
sensitivity gain. This approximation is particularly ac-
curate for off-axis beams (narrow spectrum) specially
in the low statistics limit where the impact of system-
atics remains small (here neglected). The background
subtraction was accounted and tuned to the latest ex-
periments’ data. To corroborate the accuracy of our
estimate, we reproduced the LBνB-II latest results [20];
as detailed in Appendix A.

While NOvA AC holds major intrinsic MO informa-
tion, it is unlikely to resolved (∆χ2≥25) alone. This
outcome is similar to that of JUNO. Of course, the nat-
ural question may be whether their combination could
yield the full resolution. Unfortunately, as it will be
shown, this is unlikely but not far. Therefore, in the fol-
lowing, we shall consider their combined potential, along
with T2K, to provide the extra missing push. This may
be somewhat counter-intuitive, since T2K has just been
shown to hold very small intrinsic MO sensitivity; i.e.
≤4 units of ∆χ2. Indeed, the role of T2K, along with
NOvA, has an alternative path to enhance the overall
sensitivity, which is to be described next.

4
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Synergetic Mass Ordering Resolution Power

A remarkable synergy exist between JUNO and LBνB
experiments thanks to their complementarity [45, 46, 47,
37]. In this case, we shall explore the contribution via
the LBνB’s disappearance channel (DC); i.e. the tran-
sitions νµ → νµ and ν̄µ → ν̄µ. Again, this might appear
counter-intuitive, since DC is practically blinded (i.e. a
<1% effect) to MO; as proved in Appendix-B. Instead,
DC provides a complementary precise measurement of
∆m2

32. This information unlocks a mechanism, to be
described below, enabling the intrinsic MO sensitivity
of JUNO to be enhanced by the external ∆m2

32. This
highly non-trivial synergy may yield a MO leading order
role but introduces new dependences explored below.

Both JUNO and LBνB analyse data in the 3ν frame-
work so they can provide ∆m2

32 (or ∆m2
31) directly as

output. The 2ν approximation leads to effective ob-
servables, such as ∆m2

µµ and ∆m2
ee [45] detailed in

Appendix-C. The LBνB DC information precision on
the ∆m2

32 measurement is limited by a δCP-driven am-
biguity. The role of this ambiguity is small, but not
fully negligible and will be detailed below. The dom-
inant LBνB-II’s precision is today ∼2.9% per experi-
ments [48, 49]. The combined LBνB-II global precision
on ∆m2

32 is already ∼1.4% [21]. Further improvement
below 1.0% appears possible within the LBνB-II era
when integrating the full luminosities. An average preci-
sion of ≤0.5% is reachable only upon the LBνB-III gen-
eration. Instead, JUNO precision on ∆m2

32 is expected
to be well within the sub-percent (<0.5%) level [37].

The essence of the synergy is here described. Upon
3ν analysis, both JUNO and LBνB experiments obtain
two different values for ∆m2

32. Since there is only one
true solution, either NMO or IMO, the other solution
is thus false. The standalone ability to distinguish be-
tween those two solutions is the intrinsic MO resolution
power of each experiment. The key observation tough
is that the general relation between the true-false so-
lutions is different for reactors and LBνB experiments,
as illustrated in Figure 3. For a given true ∆m2

32, its

false value, referred as ∆m2
32

false
, can be estimated, as

shown in Appendix C. Regardless, all experiments
must agree on the unique true ∆m2

32 solution. As a

consequence, the corresponding JUNO (∆m2
32

false
JUNO

) and

LBνB (∆m2
32

false
LBνB

) false solutions will differ, if the over-
all ∆m2

32 precision allows their relative resolution. This
false solution difference can be exploited as an extra ded-
icated discriminator characterised by the term

∆χ2
BOOST ∼

(
∆m2

32
false

JUNO
−∆m2

32
false

LBνB

σ(∆m2
32)LBνB

)2

. (1)
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tion of |∆m2
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enhanced combination (red). The ∆m2
32

true
is fixed to the Nu-

Fit5.0 best value shown, respectively, in panels (a) and (c) for
NMO and IMO. The extra gain in ∆χ2

BOOST discrimination
numerically originates from the fact that the true |∆m2

32| so-
lutions should match between JUNO (solid black vertical line)
and LBνB (solid blue vertical circle), hence the false solutions
(dashed vertical lines) must differ. Panels (b) and (d) illus-
trate this origin. The relation between true-false ∆m2

32 solu-
tions is different and complementarity for JUNO and LBνB
experiments. The difference is large (≈ 1.5×δm2

21) for JUNO.
Instead, LBνB exhibits a smaller difference that modulates

with δCP. So, the relative difference between ∆m2
32

false
JUNO and

∆m2
32

false
LBνB is maximal (minimal) for the δCP-conserving ±π

(0) value. Hence, ∆χ2
BOOST depends on δCP and an ambiguity

arises (yellow band) from the a priori different values of δCP

for the true or false solutions. The T2K data (red points)
contrasts the precision on |∆m2

32| now [50] as compared to
needed scenarios ≤1.0% scenario (blue points and parabo-
las). The precision of each contribution indicated by width of
the parabolas, where JUNO is fixed to the nominal value [37].
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Figure 4: JUNO and LBνB Mass Ordering Synergy
Dependences. The isolated synergy boosting term obtained
from the combining JUNO and LBνB experiments is repre-
sented by ∆χ2

BOOST, as defined in Eq. (1). ∆χ2
BOOST depends

on the true value of δCP and ∆m2
32 precision, where uncertain-

ties are considered: 1.0% (a), 0.75% (b) and 0.5% (c). The
∆χ2

BOOST term is almost identical for both NMO and IMO
solutions. Two specific effects lead the uncertainty in the a
priori prediction on ∆χ2

BOOST. (I) illustrates only the ambi-
guity of the CP phase (yellow band) impact and (II) includes
the additional impact of the ±1σ fluctuations of ∆m2

32, as
measured by LBνB (orange band). The JUNO uncertainty
on ∆m2

32 is considered. The grey bands shows when both
effects were taken into account simultaneously. The mean
value of the ∆χ2

BOOST term increases strongly with the preci-
sion on ∆m2

32. The uncertainties from CP phase ambiguity
and fluctuation could deteriorate much of the a priori gain on
the prospected sensitivities. The impact of ∆m2

32 fluctuations
dominates, while the δCP ambiguity is only noticeable for the
best ∆m2

32 precisions. The use of NuFit5.0 data (black point)
eliminates the impact of the δCP prediction ambiguity while
the impact of ∆m2

32 remains as fluctuations cannot predict a
priori. Today’s favoured δCP maximises the sensitivity gain
via the ∆χ2

BOOST term. When quoting sensitivities, we shall
consider the lowest bound as the most conservative case.

This ∆χ2
BOOST term characterises the rejection of the

false solutions (either NMO or IMO), including an ex-
plicit hyperbolic dependence on the overall precision on
∆m2

32. The derived MO sensitivity enhancement may be
so strong that it can be regarded, and will be referred,
as a potential boost effect in the MO sensitivity.

So, the JUNO-LBνB boosting synergy exhibits four
main features illustrated in Figure 4. First, there
is a major increase of the combined MO sensitivity
(∆χ2

BOOST > 0). This contribution is to be added to the
intrinsic MO discrimination ∆χ2 terms per experiment
described in the previous sections. Second, a strong ex-

pected dependence on the precision of ∆m2
32 is present,

as shown in Eq. (1). The precision in ∆m2
32 is typically

dominated by the poorer LBνB precision as compared
to JUNO. Third, the unavoidable ±1σ data fluctuations
of ∆m2

32 can have an important impact in the boosted
MO sensitivity. And fourth, an explicit dependence on
δCP manifests giving rise to an ambiguity. The two lat-
ter effects are mainly relevant for a priori predictions of
∆χ2

BOOST without data.

All these effects are quantified and explained in Fig-
ure 4. The possible fluctuations due ∆m2

32 uncertainties
and the δCP ambiguity could diminish much of the a
priori boosting potential. These dependences are inher-
ited by the complex phenomenology of LBνB, typically
also suffering from a less precise outcome. The lead-
ing order effect is the uncertainty on ∆m2

32, referred as
σ(∆m2

32)LBνB. Three cases are explored in this work
1.0%, 0.75% and 0.5%, including the simultaneous im-
pact of the non-negligible δCP ambiguity. This ambiguity
arises from the possible different δCP phases obtained for
the true and false solutions, as detailed in Appendix C.
The main consequence is to limit the predictability of
∆χ2

BOOST, even if the true value of CP phase was known.
Its effect is not negligible when the LBνB precision on
∆m2

32 improves significantly (≤0.5%), as shown in Fig-
ure 4. However, the direct use of LBνB data bypasses
some of the impact of this prediction limitation. This is
why we adopt the NuFit5.0 latest global data, includ-
ing the pertinent fluctuations. In this way, we are able
to conservatively maximise the accuracy of our predic-
tions to the most probable parameter-space, as favoured
by the latest world neutrino data. This is particularly
important to compute the most accurate ∆χ2

BOOST and
hence the final MO determination significance. For the
similar reason, our simplified formulation cannot easily
account for the atmospherics data whose vast dynamic
range in E/L demands a more complete treatment to be
able to remain reasonably accurate.

In brief, when combining JUNO to the LBνB ex-
periments, the overall sensitivity works as if JUNO’s
intrinsic sensitivity gets boosted, via the external ∆m2

32

information, as illustrated and quantified in Figure 5 as
a function of the precision on ∆m2

32 despite the sizeable
impact of fluctuations. The LBνB intrinsic AC con-
tribution will be added, as shown in the next section.
However, it is via the boosting that the DC information
of the LBνB’s could play a major role in the overall MO
sensitivity. However, this improvement cannot manifest
without JUNO – and vice versa. For a average precision
on ∆m2

32 below 1.0%, even with fluctuations, the boost-
ing effect can be large. A ∆m2

32 precision as good as
>0.7% may be accessible by LBνB-II while the LBνB-
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III generation is expected to go up to ≤0.5% level.
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Figure 5: JUNO Mass Ordering Sensitivity Boosting.
A major increase of JUNO intrinsic sensitivity (∆χ2

JUNO ≈ 9)
is possible upon the exploitation of the LBνB’s disappearance
(DC) characterised by ∆χ2

BOOST depending strongly on the
uncertainty of ∆m2

32. Today’s NuFit5.0 average LBνB-II’s
precision on ∆m2

32 is ∼1.4%. A rather humble 1.0% precision
is possible, consistent with doubling the statistics, if system-
atics allowed. Since NOvA and T2K are expected to increase
their exposures by about factors of ∼3× before shutdown,
sub-percent precision may also be within reach. While, the
ultimate precision is unknown, we shall consider a ≥0.75%
precision to illustrate this possibility. So, JUNO alone could
yield a ≥4σ (i.e. ∆χ2≥16) MO sensitivity, at ≥84% probabil-
ity, within the LBνB-II era. Fluctuations allowing, a 5σ po-
tential may not be impossible. Similarly, JUNO may further
increase in significance in order to resolve (≥5σ or ∆χ2≥25) a
purely vacuum oscillations MO measurement in combination
with the LBνB-III’s ∆m2

32 information.

Since the exploited DC information is practically
blinded to matter effects5, the boosting synergy effect
remains dominated by JUNO’s vacuum oscillations na-
ture. This is why the sensitivity performance is almost
identical for both NMO and IMO solutions, in contrasts
to the sensitivities obtained from solely matter effects,
as shown in Figure 2. This is specially noticeable for the
case of atmospherics data. The case of T2K is partic-
ularly illustrative as its impact to MO resolution is via
the boosting term mainly, given its small intrinsic MO
information obtained by AC data. This combined MO
sensitivity boost between JUNO and LBνB (or atmo-
spherics) is likely one of the most elegant and powerful
examples so far seen in neutrino oscillations and it is ex-
pected to play a major role for JUNO (always needed)
to yield a leading impact on the MO quest. In fact, this
effect has already been considered by JUNO to claim its
possible median 4σ potential [47, 37]; i.e. without the

∆m2
32 fluctuations. Our results are fully consistent with

those results, as described in Appendix D.

Simplified Combination Rationale

The combined MO sensitive of JUNO together with
LBνB-II experiments (NOvA and T2K) can be obtained
from the independent additive of each individual ∆χ2.
Two contributions are expected: a) the LBνB-II’s AC,
referred as ∆χ2(LBνB-AC) and b) the combined JUNO
and LBνB-II’s DC, referred as ∆χ2(JUNO⊕LBνB-DC).
All terms were described in the previous sections6.
Hence the combination can be represented as ∆χ2 =
∆χ2(JUNO⊕LBνB-DC) + ∆χ2(LBνB-AC), illustrated
in Figure 6, where the orange and grey bands represent,
respectively, the effects of the ∆m2

32 fluctuations and
the CP-phase ambiguity. Figure 6 quantifies the MO
sensitivity in significance (i.e. numbers of σ’s) obtained
as
√

∆χ2 quantified in all previous plots. Again, both
NMO and IMO solutions are considered for 3 different
cases for the uncertainty of ∆m2

32:

The ∆χ2(LBνB-II-AC) Term: this is the intrinsic
MO combined information, largely dominated by
NOvA’s AC, as described in Figure 2. The im-
pact of T2K (≤2σ) is very small, but in the verge
of resolving MO for the first time, T2K may still
help here. As expected, this ∆χ2 depends on both
θ23 and strongly on δCP, as shown in Figure 6,
represented by the light green band. The com-
plexities of possible correlations and systematics
handling of a hypothetical NOvA and T2K com-
bination are disregarded in our study and are con-
sidered integrated within the combination of the
LBνB-II term, now obtained from NuFit5.0. The
full NOvA data is expected to be fully available
by 2024 [49], while T2K will run until 2026 [48],
upon the beam upgrades (T2K-II) aiming for HK.

The ∆χ2(JUNO⊕LBνB-DC) Term: this term can
be regarded itself as composed of two contribu-
tions. The first part is the JUNO intrinsic infor-
mation; i.e. ∆χ2 = 9±1 units after 6 years of data-
taking. This contribution is independent from θ23

and δCP, as shown in Figure 6, represented by the
blue band. The second part is the JUNO boosting
term, shown explicitly in Figure 4, including its
generic dependences such as the true value of δCP.
This term exhibits strong modulation with δCP and

5The measurement of ∆m2
32 depends slightly δCP, which is obtained via the AC information, itself sensitivity to matter effects.

6In this work, we use the terminologies, AC (appearance channel) and DC (disappearance channel) for simplicity but this does
not mean that the relevant information is coming only from AC or DC, but that ∆χ2(LBνB-AC) comes dominantly from LBνB AC
whereas ∆χ2(JUNO⊕LBνB-DC) comes dominantly from JUNO + LBνB DC.

7

143 8.2. Publication: Earliest Resolution to the Neutrino Mass Ordering?



the uncertainty of ∆m2
32, as illustrated in both

Figures 4 and 5. The ∆χ2(JUNO⊕LBνB-DC)
term strongly shapes the combined ∆χ2 curves
(orange). Indeed, this term causes the leading
variation across Figure 6 for the different cases of
the uncertainty of ∆m2

32: a) 1.0% (top), which
is easily reachable by LBνB-II, b) 0.75% (mid-
dle), which may still be reachable (i.e. optimistic)
by LBνB-II and c) 0.5% (bottom), which is only
reachable by the LBνB-III generation.

The combination of the JUNO along with both AC and
DC inputs from LBνB-II experiments indeed appears on
the verge of achieving the first MO resolved measure-
ment with a sizeable probability. The ultimate signifi-
cance of the combination is likely to mainly depend on
the final uncertainty on ∆m2

32 obtained by LBνB exper-
iments. The discussion of the results and implications,
including limitations, is addressed in the next section.

Implications & Discussion

Possible implications arising from the main results sum-
marised in Figure 6 deserved some extra elaboration and
discussion for a more accurate contextualisation, includ-
ing a possible timeline, as well as known limitations as-
sociated to our simplified approach. These are the main
considerations:

1. MO Global Data Trend: today’s reasonably high
significance, a priori not far the level reached by the in-
trinsic sensitivities of JUNO or NOvA alone, is obtained
by the most recent global analysis [21] favours NMO
up to 2.7σ. This significance however lowers to 1.6σ
without SK atmospherics data, thus proving their key
value to the global MO knowledge today. The remaining
aggregated sensitivity integrates over all other experi-
ments. However, the global data preference is known
to be somewhat fragile still between NMO and IMO so-
lutions [17, 51, 21]. The reason behind is actually the
corroborating manifestation of the alluded complemen-
tarity between LBνB-II and reactors7 experiments. In-
deed, while the current LBνB data alone favours IMO,
the match in ∆m2

32 measurements by LBνB and reactors
tend to match better for the case of NMO, thus favouring
this solution upon combination. Hence, the MO solution
currently flips due to the reactor-LBνB data interplay.
This might happen given the sizeable ∆m2

32 uncertainty
fluctuations, as compared to the aforementioned sce-
nario when JUNO is on. This effect is at the heart of the
described boosting mechanism and has started manifest-
ing earlier following the expectation a priori [45]. Hence,

this can be regarded as the first data-driven manifesta-
tion of the ∆χ2

BOOST effect.
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Figure 6: The Combined Mass Order Sensitivity.
The combination of the MO sensitive of JUNO and LBνB-
II is illustrated for six difference configurations: NMO (left),
IMO (right) considering the LBνB uncertainty on ∆m2

32 to
1.0% (top), 0.75% (middle) and 0.5% (bottom). The Nu-
Fit5.0 favoured value is set for sin2 θ23 with an assumed 2%
experimental uncertainty. The intrinsic MO sensitivity are
shown for JUNO (blue) and the combined LBνB-II (green),
the latter largely dominated by NOvA. The JUNO sensitivity
boosts when exploiting the LBνB’s ∆m2

32 additional informa-
tion via the via the ∆χ2

BOOST term, described in Figure 4 but
not shown here for illustration simplicity. The orange and
grey bands illustrate the boosting term prediction effects, re-
spectively, the ±1σ fluctuation of ∆m2

32 and the δCP ambi-
guity in addition. T2K impacts mainly via the precision of
∆m2

32 and the measurement of δCP. The combined sensitivity
suggests a mean (dashed blue line) ≥4σ significance for any
value of δCP even for the most conservative σ(∆m2

32) =1%.
However, a robust ≥5.0σ significance at 84% probability (i.e.
including fluctuations) seems possible, should δCP and NMO
remain favoured by data, as indicated by the yellow band and
black point (best fit). Further improvement in the precision
of ∆m2

32 translates into a better MO resolution potential.

7Before JUNO starts, the reactor experiments stand for Daya Bay, Double Chooz, RENO whose lower precision on ∆m2
32 is ∼2%.
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2. Atmospherics Extra Information: we did not ac-
count for atmospheric neutrino input, such as the run-
ning SK and IceCube experiments. They are expected to
add valuable ∆χ2, though susceptible to the aforemen-
tioned θ23 and δCP dependences. This contribution is
more complex to replicate with accuracy due to the vast
E/L phase-space, hence we disregarded it in our simpli-
fied analysis. Its importance has long been proved by
SK dominance of much of today’s MO information. So,
all our conclusions can only be enhanced by adding the
atmospheric missing contribution. Future ORCA and
PINGU has the potential to yield extra MO informa-
tion, while their combinations with JUNO data is being
actively explored [52, 53] to yield full MO resolution.

3. Inter-Experiment Full Combination: a more
complete strategy of data-driven combination between
JUNO and LBνB-II experiments will be beneficial in
the future8. Ideally, this could be an official inter-
collaboration effort to be able to carefully scrutinise the
possible impact of systematics and correlations, includ-
ing both experimentalists and phenomenologists. At
this stage, we do not foresee a significant change in our
the findings by a more complex study, including the MO
discovery potential here highlighted for the first time,
due to the limitations of today’s data and knowledge.

For this reason, our approach did not aim to merely
demonstrate the numerical yield of the combination be-
tween JUNO and LBνB, but to illustrate and charac-
terise the different synergies manifesting therein. So,
our study was tailored to focus on the breakdown of all
the relevant contributions in the specific and isolated
cases of the MO sensitivity combination of the leading
experiments. For example, the impact of the ∆χ2

BOOST

was isolated while its effect is otherwise transparently
accounted by a complete 3ν χ2 formulation, such as
done by NuFit5.0 or others similar analyses. Last, our
study was tuned to the latest data in order to maximise
the accuracy of the predictability, expected to be ∼0.5σ
around the 5σ resolution threshold.

4. Hypothetical MO Resolution Timeline: one of
the main observations upon this study is that the MO
could be resolved (≥5σ), maybe even comfortably, by
the JUNO, NOvA and T2K combination. Considering
today’s favoured δCP, the NMO solution discovery po-
tential has a probability of ≥50% (≥84%) for a ∆m2

32

precision of up to 1.0% (0.75%). In the case of the more
challenging IMO, the sensitivity may reach a mean of
∼5σ potential only if the ∆m2

32 uncertainty was as good
as ∼0.75%. If so, still within the same time scale, the
atmospheric data is expected to add up to enable a ro-

bust 5σ resolution for both solutions. If correct, this is
likely to become the first fully resolved MO measure-
ment tightly linked to the JUNO data timeline, as de-
scribed in Figure 7, which sets the time to be around
∼2028. This possibility may be far from evident in to-
day’s appreciation of the field.

Such a combined MO measurement can be regarded
as a “hybrid” between vacuum and matter driven oscil-
lations. In this context, JUNO and NOvA are, unsur-
prisingly, the driving experiments. Despite holding little
intrinsic MO information, T2K plays a key role by simul-
taneously a) boosting JUNO via its precise measurement
of ∆m2

32 (the same as NOvA) and b) aiding NOvA by
reducing the possible δCP ambiguity phase-space. This
combined measurement relies on an impeccable 3ν data
model consistency across all experiments. Possible in-
consistencies may diminish the combined sensitivity.

Since our estimate has accounted for fluctuations
(typically, up to ∼84% probability), those inconsisten-
cies should amount to ≥2σ effects for them to matter.
Those inconsistencies may however be the first mani-
festation for new physics. Hence, this inter-experiment
combination has an extra relevant role: to exploit the
ideal MO binary phase-space solution to test for incon-
sistencies that may prove the way to possible discover-
ies beyond today’s standard picture. Other additional
contributions, such as the aforementioned atmospherics
data, are expected to reinforce the significance and the
model consistency scrutiny potential here highlighted.

5. Readiness for LBνB-III: in the absence of any
robust model-independent for MO prediction and given
its unique binary MO outcome, the articulation of at
least two well resolved (i.e. ≥5σ) measurements appears
critical for the sake of redundancy and consistency test
across the field. In the light of the unrivalled MO resolu-
tion power of DUNE, the articulation of another robust
MO measurement may be considered as a priority to
make the most of DUNE’s insight.

6. Vacuum versus Matter Measurements: since
all experiments but JUNO are driven by matter effects,
the articulation of a competitive and fully resolved mea-
surement via only vacuum oscillations remains an un-
solved challenge to date. Indeed, boosting JUNO sen-
sitivity alone, as described in Figures 4 and 5, to ≥5σ
remains likely impractical in the context of LBνB-II,
modulo fluctuations. However, this possibility is a priori
numerically feasible in combination with the LBνB-III
improved precision, as shown in Figure 7. The poten-
tial major improvement in the ∆m2

32 precision, up to
order 0.5% [29, 30], may prove crucial. Furthermore,

8During the final readiness of our work, one such a combination was reported [54] using a different treatment (excluding fluctuations).
While their qualitative conclusions are consistent to our studies, there may still be numerical differences left to be understood.
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Figure 7: Mass Order Sensitivity & Possible Resolution Timeline. Since all the NOvA and T2K data are expected
to be accumulated by ∼2024 [49] and ∼2026 [48], respectively, the timeline for the combined sensitivity follows the availabil-
ity of the JUNO data. JUNO is expected to start by late 2022 reaching its statistically dominated nominal MO sensitivity
(9 units of ∆χ2) within ∼6 years. We consider three possible scenarios: (left) JUNO boosted by the LBνB’s DC only (both
NMO and IMO) and the JUNO combined to LBνB using both DC and AC, whose performance depends strongly on the
solution: NMO (middle) and IMO (right). The evolution of the sensitivity depends largely on the boosting, as proved by
considering three different ∆m2

32 uncertainties 1.0% (black line), 0.75% (red line) and 0.5% (magenta points) cases. The
effect of ∆m2

32 fluctuations is indicated (orange bands), including that of the variance due to data favoured region for δCP

(green band). The JUNO intrinsic (blue) and boosted sensitivities are almost independent from NMO and IMO solutions
(left). This is almost identical to the IMO case (right), as the role of LBνB-II’s AC is negligible, thus driven by boosted
effect only. In both cases, the mean significance is ∼5σ (red line), hence some additional atmospheric data (∆χ2≥ 7 units)
should suffice to reach a robust ≥5σ, including fluctuations and degeneracies (i.e. ≥84% probability). Should the solution be
NMOthough, as somewhat favoured by global data, a robust ≥5σ resolution (≥84% probability) may be comfortably feasible
even for the lowest ∆m2

32 precision, thanks to the extra contribution by NOvA mainly. In the LBνB-III era though, the
more precise ∆m2

32 could boost JUNO well above the 5σ level only using Disappearance Channel. This unique possibility
goes well beyond the JUNO timeline; thus scaling is irrelevant, so data points are shown instead. In this era, JUNO data
could prescind from any LBνB’s AC information, thus enabling a pure vacuum oscillation fully resolved MO measurement.

the comparison between two fully resolved MO measure-
ments, one using only matter effects and one exploiting
pure vacuum oscillations is foreseen to be one of the
most insightful MO coherence tests. So, the ultimate
MO measurements comparison may be the DUNE’s AC
alone versus JUNO boosted by HK’s ∆m2

32 precision,
thus maximising the depth of the MO-based scrutiny by
their stark differences in terms of mechanisms, imply-
ing dependences, correlations, etc. The potential for a
breakthrough exists, again, should a discrepancy mani-
fest here. The expected improvement in the knowledge
of δCP by LBνB-III experiments will also play an impor-
tant role to facilitate this opportunity.

This observation implies that JUNO MO capability,
despite its a priori humble intrinsic sensitivity, has the
potential to play a critical role throughout the history
of MO explorations. Indeed, the first MO fully resolved
measurement is likely to depend on JUNO sensitivity
(direct and indirectly), hence JUNO should maximise
(∆χ2 ≥ 9) or maintain its yield. However, JUNO’s ulti-
mate aforementioned role may remain rather unaffected
even by a small loss of performance, providing the overall
sensitivity remains sizeable (e.g. ∆χ2 ≥ 7), as illustrated

in Figures 5 and 6. This is because JUNO sensitiv-
ity could still be boosted by the LBνB experiments via
their precision on ∆m2

32, thus sealing its legacy. There
is no reason for JUNO not to perform as planned, spe-
cially given the remarkable effort for solutions and novel
techniques developed for the control of spectral shape.

7. LBνB Running Strategy: since the role of these
experiments to yield the maximal combined MO sensi-
tivity is driven by both AC and DC derived informa-
tions, both channels should be considered when max-
imising the global MO sensitivities, as well as the usual
optimisation based on δCP sensitivity. Indeed, as shown,
the precision on ∆m2

32 could even play a more important
role than the intrinsic MO resolution, based on the AC
data. This is particularly crucial for T2K and HK due
to their shorter baselines. So, forthcoming beam-mode
running optimisation by the LBνB collaborations could,
and likely should, consider that the neutrino mode is
likely significantly benefit the DC outcome thanks to its
larger signal rate and better signal-to-background ratio.
For such considerations, our Figure 5 might offer the
needed leading order guidance today.
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Conclusions

Our here presented simplified proof-of-concept calcula-
tion, tuned to the latest world neutrino data via Nu-
Fit5.0, illustrates that the combined sensitivity of JUNO
together with NOvA and T2K has the potential to yield
the first resolved (≥5σ) measurement of Mass Order-
ing (MO). The timeline is expected to be around 2028,
tightly linked to the JUNO schedule, since both NOvA
and T2K data are expected to be available by 2026.
Due to the absence of any a priori MO prediction and
given its intrinsic binary outcome, we noted the bene-
fit to the field to envisage at least two independent and
well resolved (≥5σ) measurements. This is even more
important in the light of the powerful outcome from the
next generation of long baseline neutrino beams exper-
iments. Such MO measurements could be exploited to
over-constrain and test the standard oscillation model,
thus opening for discovery potential, should unexpected
discrepancies may manifest. The deepest phenomeno-
logical insight is however expected to be obtained by
having two different and well resolved MO measure-
ments based on either only matter effects and pure vac-
uum oscillations experimental methodologies. We here
describe the feasible path to promote JUNO’s MO mea-
surement to reach a robust ≥5σ resolution level with-
out compromising its unique vacuum oscillation nature.
This potential depends on the next generation of long
baseline neutrino beams disappearance channel ability
to reach a precision of ≤0.5% on ∆m2

32.
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APPENDICES

A. Empirical Reproduction of the χ2 Function
for the LBνB-II Experiments

In this section, we shall detail how we computed the
number of events for T2K and NOvA. For a constant
matter density, without any approximation, appearance
oscillation probability for given baseline L and neutrino
energy E, can be expressed [55] as

P (νµ → νe) = aν + bν cos δCP + cν sin δCP,

P (ν̄µ → ν̄e) = aν̄ + bν̄ cos δCP + cν̄ sin δCP, (2)

where aν , bν , cν , aν̄ , bν̄ and cν̄ are some factors which de-
pend on the mixing parameters (θ12, θ23, θ13, δm2

21 and
∆m2

32), E and L. This implies that, even after taking
into account the neutrino flux spectra, cross sections, en-
ergy resolution, detection efficiencies, and so on, which
depend on neutrino energy, and after performing inte-
grations over the true and reconstructed neutrino ener-
gies, the expected number of νe (ν̄e) appearance events,
Nνe (Nν̄e), for a given experimental exposure (running
time) have also the similar δCP dependence as,

Nνe = n0 + nc cos δCP + ns sin δCP,

Nν̄e = n̄0 + n̄c cos δCP + n̄s sin δCP, (3)

where n0, nc, ns, n̄0, n̄c and n̄s are some constants
which depend not only on mixing parameters but also
on experimental setups. Assuming that background
(BG) events do not depend (or depend very weakly)
on δCP, the constant terms n0 and n̄0 in Eq. (3) can
be divided into the signal contribution and BG one as
n0 = nsig

0 + nBG
0 and n̄0 = n̄sig

0 + n̄BG
0 , as an approxima-

tion.

In Table 2, we provide the numerical values of these
coefficients which can reproduce quite well the expected
number of events shown in the plane spanned by Nobs

νe
and Nobs

ν̄e , often called bi-rate plots, found in the pre-
sentations by T2K [48] and NOvA [49] at Neutrino 2020
Conference, for their corresponding accumulated data
(or exposures). We show in the left panels of Figures 8
and 9, respectively, for T2K and NOvA, the bi-rate plots
which were reproduced by using the values given in Ta-
ble 2. Our results are in excellent agreement with the
ones shown by the collaborations [48, 49].

The χ2 function for the appearance channel (AC),
for a given LBνB experiment, T2K or NOvA, which is
based on the total number of events, is simply defined

as follows, for each MO,

χ2 AC
LBνB≡ min

s223, δCP

[
(Nobs

νe −N theo
νe (s2

23, δCP))2

Nobs
νe

+
(Nobs

ν̄e −N theo
ν̄e (s2

23, δCP))2

Nobs
ν̄e

+ χ2
pull(sin

2 θ23)

]
, (4)

where Nobs
νe (Nobs

ν̄e ) is the number of observed (or to be
observed) νe (ν̄e) events, and N theo

νe (N theo
ν̄e ) are the cor-

responding theoretically expected numbers (or predic-
tion), and

χ2
pull(sin

2 θ23) ≡
(

sin2 θ true
23 − sin2 θ23

σ(sin2 θ23)

)2

. (5)

Note that the number of events in Eq. (4) include also
background events.

nsig
0 /n̄sig

0 nBG
0 /n̄BG

0 nc/n̄c ns/n̄s
T2K ν NMO 68.6 20.2 0.2 -16.5
T2K ν̄ NMO 6.0 12.5 0.2 2.05

T2K ν IMO 58.1 20.2 0.7 -15.5
T2K ν̄ IMO 14.0 6.0 0.05 2.40

NOvAν NMO 70.0 26.8 3.2 -13.2
NOvAν̄ NMO 18.7 14.0 1.3 3.7

NOvAν IMO 45.95 26.8 -3.25 -10.75
NOvAν̄ IMO 26.2 14.0 -1.5 5.0

Table 2: NOvA and T2K Oscillation Probability Em-
pirical Parametrisation as of Neutrino 2020 Confer-
ence. The numerical values of the factors appear in Eq. (3)
are shown, which were adjusted to approximately agree with
what have been presented by T2K [48] and NOvA [49]. These
numbers correspond to the exposures of 2.0(1.6) ×1021 pro-
tons on target (POT) for ν (ν̄) mode of T2K and 1.4(1.3)
×1021 POT for ν (ν̄) mode of NOvA experiments. The

3 factors nsig0 , nc and ns correspond to the case where
sin2 θ23 = 0.55 (0.57) for T2K (NOvA) and they scale as

nsig0 ∝ sin2 θ23 and nc, ns ∝ sin2 2θ23 as θ23 varies. The val-
ues of ∆m2

32 are fixed to ∆m2
32 = 2.49(−2.46)× 10−3 eV2 for

NMO (IMO) for T2K [48] and ∆m2
32 = 2.40(−2.44) × 10−3

eV2 for NMO for NOvA [49, 56].

Using the number of events given in Eq. (3) with
values of coefficients given in Table 2 we performed a fit
to the data recently reported by T2K at Neutrino 2020
Conference [48] just varying sin2 θ23 and δCP and could
reproduce rather well the ∆χ2 presented by T2K in the
same conference mentioned above, as shown in the right
panel of Fig. 8. We have repeated the similar exercises
also for NOvA and obtained the results, shown in the
right panel of Fig. 9, which are reasonably in agreement
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with what was presented by NOvA at at Neutrino 2020
Conference [49]. In the case of NOvA the agreement
is slightly worse as compared to the case of T2K. We
believe that this is because, for the results shown in
Fig. 9, unlike the case of T2K, we did not take into ac-
count the θ23 constraint by NOvA(or we have set χpull

in Eq. (5) equals to zero) as this information was not
reported in [49].
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Figure 8: Reproduction of T2K Bi-Rate and MO
Sensitivity Results as of Neutrino 2020 Conference.
Left panel is the bi-rate plot which shows simultaneously the
expected number of events for νe and ν̄e by varying contin-
uously the values of δCP from −π to π, indicated by the
solid and dashed curves (ellipses) for 4 different values of
s223 = sin2 θ23 indicated in the legend for the exposure of
2.0(1.6) ×1021 POT for neutrino (anti-neutrino) mode. The
point corresponding to the latest T2K data reported at Neu-
trino 2020 Conference [48] is indicated by the solid dark green
square with 1σ error bars. Right panel shows the ∆χ2 ob-
tained by fitting the data using the χ2 function given in
Eq. (4).

We note that for this part of our analysis, we con-
sidered only the dependence of sin2 θ23 and δCP and ig-
nore the uncertainties of all the other mixing parame-
ters as we are computing the number of events in an
approximated way, as described above, by taking into
account only the variation due to sin2 θ23 and δCP with
all the other parameters fixed (separately by T2K [48]
and NOvA [49] collaborations) to some values which are
close to the values given in Table 1.

In particular, we neglected the uncertainty of ∆m2
32

in the LBνB AC part analysis when it is combined with
JUNO plus LBνB DC part analysis to obtain our final
boosted MO sensitivities. Strictly speaking, ∆m2

32 must
be varied simultaneously (in a synchronised way) in the
χ2 defined in Eq. (6) when it is combined with the χ2

defined in Eq. (15). However, in our analysis, we simply
add ∆χ2 obtained from our simplified LBνB AC simu-
lation which ignored ∆m2

32 uncertainty, to the JUNO’s
boosted χ2 (described in detail in the Appendix C).
This can be justified by considering that ∼ 1% level (or
smaller) variations of ∆m2

32 only imply the similar (or

smaller) magnitude of variations in the appearance oscil-
lation probabilities, which would be significantly smaller
than the statistical uncertainties of LBνB-II AC mode,
which are expected to reach at most the level or ∼5% or
larger even in our future projections for T2K and NOvA.

For the MO resolution sensitivity shown in Figure 2
and used for our analysis throughout this work, we de-
fine the ∆χ2 (labeled as ∆χ2 AC

LBνB), as

∆χ2 AC
LBνB(MO) ≡

± min
sin2 θ23, δCP

[
χ2 AC

LBνB(IMO)− χ2 AC
LBνB(NMO)

]
, (6)

where +(-) sign corresponds to the case where the true

MO is normal (inverted), and χ2 AC
LBνB is computed as

defined in Eq. (4) but with Nobs
νe(ν̄e)

replaced by the theo-
retically expected ones for given values of assumed true
values of θ23 and δCP. In practice, since we do not con-
sider the effect of fluctuation for this part of our analysis,
χ2 AC

LBνB min = 0 by construction for true MO.
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Figure 9: Reproduction of NOvA Bi-Rate and MO
Sensitivity Results as of Neutrino 2020 Conference.
Left panel is the bi-rate plot which shows simultaneously the
expected number of events for νe and ν̄e by varying contin-
uously the values of δCP from −π to π, indicated by the
solid and dashed curves (ellipses) for 4 different values of
s223 = sin2 θ23 indicated in the legend for the exposure of
1.4 (1.3) ×1021 POT for neutrino (anti-neutrino) mode. The
point corresponding to the latest NOvAdata reported at Neu-
trino 2020 Conference [49] is indicated by the solid dark green
square with 1σ error bars. Right panel shows the significance√

∆χ2 obtained by fitting the data using the χ2 function
given in Eq. (4) but by setting χ2

pull(sin
2 θ23) =0.

For simplicity, for our future projection, we simply
increase by a factor of 3× both T2K and NOvA ex-
posures, to the coefficients given in Table 2 for both
ν and ν̄ channels. This corresponds approximately to
8.0 (6.4)×1021 POT for T2K ν (ν̄) mode and to 4.1
(3.8)×1021 POT for NOvA ν (ν̄) mode, to reflect roughly
the currently considered final exposures for T2K [57]
(' 10× 1021 POT in total for ν and ν̄) and NOvA [56]
(' 3.2 × 1021 POT each for ν and ν̄). This approach
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implies that our calculation does not consider future un-
known optimisations on the ν (ν̄) mode running.

B. LBνB Disappearance MO Sensitivity

In the upper panel of Figure 10, we show the 4 curves
of survival oscillation probabilities, P (νµ → νµ) and
P (ν̄µ → ν̄µ) for NMO and IMO, which were obtained
by using the best fitted parameters in NuFit5.0 given in
Table 1 for the baseline corresponds to NOvA(L = 810
km) and with the matter density of ρ = 2.8 g/cm3. The
NMO and IMO cases are shown, respectively, by blue
and red colours whereas the cases for ν and ν̄ are shown,
respectively, by solid thin and dashed thick curves. We
observe that all of these 4 curves coincide very well with
each other, so differences are very small. In the lower
panel of the same Figure 10, we show the differences of
these curves, between ν and ν̄ channels for both NMO
and IMO, as well as between NMO and IMO for both ν
and ν̄, as indicated in the legend. We observe that the
differences of these oscillation probabilities are ≤1% for
the energy range relevant for NOvA.
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Figure 10: LBνB Survival Probability Mass Order-
ing Dependence. In the upper panel, the νµ → νµ and
ν̄µ → ν̄µ survival probabilities computed by using the mixing
parameters found in Table 1 are shown for NMO (solid and
dashed red curves) and IMO (solid and dashed blue curves)
as a function of neutrino energy, as indicated in the legend.
In the lower panel, the differences of these probabilities are
shown in percent.

Two points can be highlighted. First, the fact that
the differences between neutrino and anti-neutrino are
quite small implies that the matter effects are very
small in these channels, hence determining MO by us-
ing matter effects based only on LBνB DC would be is
impossible. And second, the fact that the curves for

NMO and IMO agree very well implies that the ab-
solute values of the effective mass squared differences,
called ∆m2

µµ, defined in Eq. (12) in Appendix D, which
correspond to NMO and IMO cases, should be similar.
Indeed, by using the values given in Table 1, we obtain
∆m2

µµ = 2.422(−2.431)× 10−3eV2 for NMO (IMO) ex-
hibiting a small ∼ 0.4% difference. In other words, for
each channel, ν and ν̄, there are two degenerate solu-
tions, one corresponds to NMO and the other, to IMO,
which give in practice the same survival probabilities.
We stress that this degeneracy can not be resolved by
considering LBνB experiment with DC alone.

C. Analytic Understanding of Synergy be-
tween JUNO and LBνB based experiments

In this section, we shall detail the relation between true
and false ∆m2

32 solutions in the case of JUNO and LBνB,
as they are different. This different is indeed exploited as
the main numerical quantification behind the ∆χ2

BOOST

term.

C.1 JUNO Relation between True-False ∆m2
32

The ν̄e → ν̄e survival probability in vacuum can be ex-
pressed as [58]

Pν̄e→ν̄e = 1− c4
13 sin2 2θ12 sin2 ∆21 −

1

2
sin2 2θ13

×
[
1−

√
1− sin2 2θ12 sin2 ∆21 cos(2|∆ee| ± φ)

]
, (7)

where the notation cij ≡ cos θij and sij ≡ sin θij is used,
and ∆ij ≡ ∆m2

ijL/4E, L and E are, respectively, the
baseline and the neutrino energy, and the effective mass
squared difference ∆m2

ee is given by [45]

∆m2
ee ≡ c2

12∆m2
31 + s2

12∆m2
32 = ∆m2

32 + c2
12∆m2

21, (8)

and φ is given by

tanφ =
c2

12 sin(2s2
12∆21)− s2

12 sin(2c2
12∆21)

c2
12 sin(2s2

12∆21) + s2
12 sin(2c2

12∆21)
, (9)

where φ ' 0.36 radian ' 0.11π for s2
12 = 0.304 and

δm2
21 = 7.42 × 10−5 eV2. The +(-) sign in front of φ

in Eq. (7) corresponds to the normal (inverted) mass
ordering.

Upon data analysis, JUNO will obtain two some-
what different values of ∆m2

32 corresponding to NMO
and IMO, which we call ∆m2

32
NMO

JUNO
and ∆m2

32
IMO

JUNO

where one of them should correspond (or closer) to
the true solution. It is expected that by considering
∆NMO
ee + φ = ∆IMO

ee − φ, they are approximately related
by

∆m2
32

IMO

JUNO
' −∆m2

32
NMO

JUNO
− 2c2

12δm
2
21 − δm2

φ, (10)
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where the approximated value of δm2
φ can be estimated

by choosing the average representative energy of reactor
neutrinos (∼4 MeV) as

δm2
φ ≡

4E

L
φ ' 2.1× 10−5

(
E

4 MeV

)
eV2. (11)

We found that for a given assumed true value of ∆m2
32 =

2.411×10−3 eV2 (corresponding to NMO), we can repro-
duce very well the false value of ∆m2

32 = −2.53 × 10−3

eV2 (corresponding to IMO) obtained by a χ2 fit if we
use E = 4.4 MeV in Eqs. (10) and (11). The relation
between true and false ∆m2

32 for JUNO is illustrated by
the vertical black dashed and black solid lines in Fig. 3
(b) and (d).

C.2 LBνB Relation between True-False ∆m2
32

It is expected that for LBνB based experiments like T2K
and NOvA whose L/E is adjusted to around the first os-
cillation maximal, such that |∆31| ∼ |∆32| ∼ π/2, only
from the disappearance channel, νµ → νµ and ν̄µ → ν̄µ,
one could determine precisely the effective mass squared
difference called ∆m2

µµ independent of the MO, which
can be expressed, as a very good approximations, in
terms of fundamental mixing parameters as [45],

∆m2
µµ ≡ ∆m2

32 + (s2
12 + cos δCPs13 sin 2θ12 tan θ23)δm2

21.(12)

From this relation, one can extract two possible values
of ∆m2

32 corresponding to two different MO as

∆m2
32

MO

LBνB = +(−)|∆m2
µµ| −

(s2
12 + cos δMO

CP s
MO
13 sin 2θ12 tan θMO

23 )δm2
21, (13)

where superscript MO implies either NMO or IMO, and
+ and - sign correspond, respectively, to NMO and IMO.
Note that when the fit is performed assuming MO, the
best fitted mixing parameters are, except for solar pa-
rameters θ12 and δm2

21, can be different. This relation
can be rewritten as

∆m2
32

IMO

LBνB
= −∆m2

32
NMO

LBνB
− δm2

21

{
2s2

12 + sin 2θ12

(cos δNMO
CP sNMO

13 tan θNMO
23 + cos δIMO

CP sIMO
13 tan θIMO

23 )}
' −∆m2

32
NMO

LBνB
− δm2

21

{
2s2

12 + sin 2θ12

×s13 tan θ23(cos δNMO
CP + cos δIMO

CP )} , (14)

where in the last line of the above equation, some sim-
plifications were done based on the fact that best fitted
values of sin2 θ13 and sin2 θ23 in recent global analysis
[21] are similar for both MO solutions. By using the re-
lation given in Eq. (14), for a given assumed true value
of ∆m2

32 (common for all experiments) we obtain the
yellow colour bands shown in Fig. 3 (b) and (d).

C.3 Boosting Synergy Estimation

The extra synergy for MO determination sensitivity by
combining JUNO and LBνB DC can be achieved thanks
to the mismatch (or disagreement) of the fitted ∆m2

32

values for the wrong MO solutions between these two
types of experiments. For the correct MO, ∆m2

32 val-
ues coming from different experiments should agree with
each other within the experimental uncertainties but for
those correspond to the wrong MO do not agree, which
can be quantified and used to enhance the sensitivity as
follows.

Following the procedure described in [47, 37], we sim-
ply try to add the external information on ∆m2

32 coming
from LBνB based experiments as a pull term as

χ2 = χ2
JUNO +

(
∆m2

32 −∆m2
32

NMO or IMO

LBνB

σ(∆m2
32)LBνB

)2

, (15)

where χ2
JUNO implies the χ2 function for JUNO alone

computed in a similar fashion as in [37], σ(∆m2
32)LBνB

implies the experimental uncertainty for ∆m2
32 to be

achieved by LBνB based experiments. As typical val-
ues, we consider 3 cases σ(∆m2

32)LBνB = 1, 0.75 and
0.5%.

In order to take into account the possible fluctuation
of the central values of the measured ∆m2

32LBνB
we define

the extra boosting ∆χ2 due to the synergy of JUNO and
LBνB based experiments as the difference of χ2 defined
in Eq. (15) for normal and inverted MO as,

∆χ2
boost ≡ ±

(
χ2

IMO − χ2
NMO

)
, (16)

where +(-) sign corresponds to the case where the true
MO is normal (inverted). Note that in our simplified
phenomenological approach (based on the future simu-
lated JUNO data), for the case with no fluctuation, by
construction, χ2

NMO (IMO) = 0 for NMO (IMO).

Suppose that we try to perform a χ2 fit for the
wrong MO. Let us first assume that σ(∆m2

32)JUNO �
σ(∆m2

32)LBνB and no fluctuation for simplicity (i.e.
χ2

true MO =0). The first term in Eq. (15), χ2
JUNO, forces

to drive the fitted value of ∆m2
32 very close to the false

one favoured by JUNO or ∆m2
32

false

JUNO
(otherwise, χ2

JUNO

value increases significantly). Then the extra increase
of χ2 is approximately given by the second term in
Eq. (15), with ∆m2

32 replaced by ∆m2
32

false

JUNO
,

∆χ2
boost ∼

[
∆m2

32
false

JUNO
−∆m2

32
false

LBνB

σ(∆m2
32)LBνB

]2

,

∼
[
δm2

φ + 2δm2
21(cos 2θ12 − sin 2θ12s13 tan θ23 cos δCP)

σ(∆m2
32)LBνB

]2

∼ 4, 9, 16 , respectively, for δCP = 0,±π/2,±π, (17)
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where the numbers in the last line were estimated for
σ(∆m2

32)LBνB = 1%. The case where δCP = ±π/2 and
∆χ2

boost ∼ 9 can be directly compared with more precise
results shown in Fig. 4(a), see the blue solid curve at
δtrue
CP = ±π/2 which gives ∆χ2

boost ∼ 8 which is in rough
agreement. The expression in Eq. (17) is in agreement
with the one given in Eq. (18) of [47] apart from the
term δm2

φ which is not so large.

D. Formulation 3ν versus 2ν Models

In the previous discussions found in [47, 37], in or-
der to demonstrate the boosting synergy effect be-
tween JUNO and LBνB experiments, the effective mass
squared differences ∆m2

ee and ∆m2
µµ, defined respec-

tively, in Eqs. (8) and (12) originally found in [45] were
used. While we used these parameters in some inter-
mediate steps of our computations, as described in Ap-
pendix C, we did not use these parameters explicitly in
our combined χ2 describing the extra synergy between
JUNO and LBνB (DC) based experiments defined in
Eq. (15), as well as in the final sensitivity plots pre-
sented in this paper.
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Figure 11: ∆χ2(JUNO⊕LBνB-DC) as a Function of
the Precision of ∆m2

µµ. Expected MO sensitivity to be ob-
tained by JUNO with external information of ∆m2

µµ coming
from LBνB experiments following the procedure described in
[47, 37], are shown as a function of the precision of ∆m2

µµ

for cos δCP = ±1 and 0. This plot is similar to Figure 7
in [47], once upgraded to the latest NuFit5.0 global data in-
puts. We observe that they are consistent with each other, if
the curves for the δCP values of 0◦ (blue) and 180◦ (red) were
interchanged, as a result of a minor typo in legend [47].

In order to check the consistency between our work
and previous studies, we have explicitly verified that the
results do not depend on the parameters to be used in
the analysis and in the presentation of the final results

provided that that comparisons are done properly. In
Figure 11, we show ∆χ2(JUNO⊕LBνB-DC) computed
by using explicitly ∆mµµ (instead of using ∆m2

32) in our
χ2 analysis as done in [47, 37], as a function of the pre-
cision of ∆m2

µµ. There is general good agreement with
the result shown in Figure 7 of [47], if δCP curves for 0◦

and 180◦ were interchanged, as described in Figure 11.
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155 8.3. Summary

8.3 Summary

The study of the MO synergy between JUNO and LBνB experiments lead to two
major conclusions:

— The combination of JUNO, NOvA and T2K may lead to the first resolved (>5σ)
MO measurement by 2028, since JUNO is expected to start data taking in 2022
and accumulate 6 years statistics by 2028, and the NOvA and T2K data will be
ready at that time. This a hybrid MO solution combining the JUNO intrinsic MO
measurement, the NOvA and T2K intrinsic MO measurement from the appearance
channel and the boosting synergy effect between JUNO and LBνB disappearance
channel via the high precision measurement of ∆m2

32. In order to obtain a conserva-
tive and realistic estimation, the ±1σ data fluctuations of ∆m2

32 and the ambiguity
related to different δCP values for true and false MO solutions are taken into ac-
count. Furthermore the atmospheric neutrino data will further enhance the MO
resolution, as it currently have a sizable contribution to today’s MO knowledge via
the Super-K experiment [56].

— A robust (>5σ) vacuum oscillations driven MO solution may be reachable by com-
bining JUNO and LBνB-III (e.g. Hyper-K) disappearance channel. This relies
on the sub-percent precision measurement of ∆m2

32 from LBνB-III by exploiting
the aforementioned boosting synergy effect. The vacuum oscillations driven MO
solution can be used to compare with the matter effects MO solution (likely by
DUNE), yielding a ultimate MO scrutiny. Any unexpected discrepancy between
the two resolved measurements may imply discovery potential.

My specific contributions to this MO synergy publication are:
(1.) The simulation of the JUNO Monte Carlo (MC) experiments (or virtual ex-

periments). The JUNO MO sensitivity related studies are performed with the MC
experiments by properly handling of the boosting synergy effect and data fluctuations.

(2.) The validation of the MC results with the analytical and numerical calculations.
The JUNO MO sensitivity related studies including the intrinsic MO information, the
MO boosting term and the data fluctuations are also performed with an analytical and
numerical approach. Consistent results are obtained compared to the MC experiments
study, thus yielding cross validation for the two approaches.

(3.) The MO sensitivity combination of JUNO and LBνB according to the timeline
of JUNO. The JUNO intrinsic MO sensitivity and the MO boosting term are estimated
according to the JUNO time scale, and the intrinsic LBνB-II MO sensitivity is added
according to the current favored δCP range.



Conclusions

In the era of the high precision neutrino oscillation measurement, JUNO, as one of
the most critical experiments, will contribute to the neutrino MO determination and
the sub-percent precision measurement of half of all oscillation parameters (θ12, ∆m2

21

and ∆m2
32). To achieve the high precision reactor neutrino oscillation measurement at

JUNO, the most critical and challenging topic is the energy control including both the
energy scale and the energy resolution.

The energy resolution stochastic component is designed to be better than 3%/
√
E.

The energy scale and non-stochastic energy resolution, implying the energy detection
systematics control, are required to be at sub-percent level, which are realized mainly
through extremely careful detector design and dedicated detector response calibrations.
Among the detector response effects, the readout charge response (or QNL) effect is
particular important and challenging to control because of the largest charge dynamic
range of JUNO’s main readout system (LPMT) and the degeneracy between the QNL
and almost all the other response effects.

Given the importance of the QNL control for the energy measurement, hence the high
precision neutrino oscillation measurement at JUNO, this thesis is devoted to develop the
novel Dual Calorimetry calibration technique to face this challenging topic. The Dual
Calorimetry is designed by introducing the SPMT readout system, forming the energy
estimator based on robust PE counting in addition to the main LPMT readout system
which forms the energy estimator based on charge integration (through sophisticated
waveform reconstruction). The Dual Calorimetry always implies the response compari-
son between the LPMT calorimetry and the SPMT calorimetry. Since the two systems
are always exposed to the same events occurring in the LS, all the fully correlated re-
sponse effects, i.e. the LS nonlinear response (LSNL), and the partially correlated effects,
i.e. position nonuniform response (NU), can be canceled out or corrected. Thus the un-
correlated charge response effect (QNL) can be isolated experimentally. By exploiting
the SPMT readout as the linear charge response reference for the LPMT readout, the
QNL of the LPMT can be well controlled with the Dual Calorimetry.

Two methodologies of the Dual Calorimetry are developed in this thesis, i.e. DCC-
laser and DCC-gamma. These two independent and complementary methods are the
channel-wise implementations which exploit the SPMT system to calibrate directly the
potential QNL of the LPMT at single channel level. DCC-laser exploits the unique advan-
tage of the UV laser calibration source to achieve the maximal isolation the QNL effect,
the full charge dynamic range coverage and all channels coverage. DCC-gamma exploits
the advantage of radioactive (gamma) calibration sources to achieve the calibration of
the target QNL related to the reactor neutrino signals. DCC-laser and DCC-gamma
have complementary advantages, therefore, by merging them into one effective complete
calibration scheme, the reactor neutrino induced QNL of the entire LPMT system can
be significantly calibrated with several times up to one order of magnitude improvement.
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Through the channel-wise QNL calibration, the calorimetry energy control can be
improved significantly with the DCC. Specifically, the DCC directly contributes to the
energy scale non-linearity (ESNL) control. The QNL induced ESNL bias can be re-
strained within 0.3%, and 0.1% level could be reachable. By calibrating the channel-
wise QNL, the QNL induced nonuniform response bias can be well constrained to ≤ 0.1%
level. As for the energy resolution control with the DCC, the energy resolution dete-
rioration caused by the QNL can be well confined to 1% level with the non-stochastic
term below 1%. Therefore, by addressing the critical and challenging QNL calibration
with the DCC, both the energy accuracy and precision can be significantly better con-
trolled towards the designed goals, i.e. the sub-percent energy detection systematics
control and 3% energy resolution at 1 MeV with < 1% non-stochastic term. Hence, the
Dual Calorimetry ensures the necessary conditions for yielding the JUNO high precision
reactor neutrino oscillation measurements.

Furthermore, the Dual Calorimetry could contribute to the systematics scrutiny and
quantification through other possible implementations based on cosmogenic signals or
neutrino oscillations which are worth exploring in the future. Meanwhile, it may be also
worth exploring the possible higher order channel-wise DCC based on both data and
MC. The precise energy resolution parameterization, especially for the non-stochastic
component breakdown, is requisite upon the demonstration of the MC performance, the
detector commissioning and running.

The Dual Calorimetry study during the thesis exhibits great potential to help achiev-
ing the high precision reactor neutrino oscillation measurements and is integrated into
the baseline calibration strategy of JUNO. It contributes to a collaboration paper ti-
tled "Calibration Strategy of the JUNO Experiment" which has been submitted to arXiv
[211]. A dedicated paper of the Dual Calorimetry containing most of the contents and
results of this thesis is also under preparation.

The DCC performance depends on the hardware of the SPMT, especially the readout
electronics providing the robust PE counting. Hence, some tests are completed during
the thesis in order to validate the performance of the SPMT readout electronics for the
Dual Calorimetry. The testing results indicate that the discriminator data stream and
charge data stream can provide the redundant PE counting, charge and time informa-
tion, thus enabling the Dual Calorimetry implementation. More collaboration effort is
expected and ongoing to further address the SPMT readout performance.

Most of this thesis has been devoted to the Dual Calorimetry to ensure the best pos-
sible energy control (energy scale and energy resolution) being necessary to reach JUNO
intrinsic ∼3σ MO measurement and sub-percent oscillation parameters measurement.
Besides, the MO synergy study carried out during this thesis indicates the possible
resolved (≥5σ) MO measurements by combining JUNO and LBνB experiments. The
combination of JUNO, NOvA and T2K may lead to the first resolved MO measure-
ment by 2028 by taking into account the intrinsic MO measurement of each experiment
and the boosting synergy effect between JUNO and LBνB. Furthermore, by combining
JUNO and LBνB-III (e.g. Hyper-K) disappearance channel, a vacuum oscillation driven
MO solution may be reachable which can contribute to the ultimate MO scrutiny to-
gether with the matter effects MO solution (likely by DUNE). The MO synergy study
contributes to a dedicated paper as presented in this thesis, which has been already
submitted to arXiv [210] for imminent publication.



Conclusions

À l’ère de la mesure de l’oscillation des neutrinos de haute précision, JUNO, en tant
que l’une des expériences les plus critiques, contribuera à la détermination de l’ordre de
masse des neutrinos et à la mesure de la moitié de tous les paramètres d’oscillation (θ12,
∆m2

21 et ∆m2
32) avec une précision sans précédent. Pour réaliser la mesure de l’oscillation

des neutrinos du réacteur de haute précision à JUNO, le sujet le plus critique et le plus
difficile est le contrôle de l’énergie, y compris l’échelle d’énergie et la résolution d’énergie.

Le composant stochastique de résolution d’énergie est conçu pour être meilleur que
3%/
√
E. L’échelle d’énergie et le composant non-stochastique de résolution d’énergie,

impliquant le contrôle des erreurs systématiques sur l’énergie, doivent être au niveau
inférieur à 1%, qui sont principalement réalisées grâce à une conception extrêmement
soignée du détecteur et aux étalonnages dédiés de détecteur réponse. Parmi les effets
de détecteur réponse, l’effet de charge réponse de lecture (ou QNL) est particulièrement
important et difficile à contrôler en raison de la plus grande plage dynamique de charge
du système de JUNO LPMT et de la dégénérescence entre le QNL et presque tous les
autres effets de réponse.

Compte tenu de l’importance du contrôle QNL pour la mesure d’énergie, donc la
mesure de l’oscillation des neutrinos à JUNO, cette thèse est consacrée au développement
de la nouvelle technique d’étalonnage avec la Dual Calorimetry pour faire face à ce sujet
difficile. La Dual Calorimetry est conçue en introduisant le SPMT système de lecture,
formant l’estimateur d’énergie basé sur le PE comptage robust en plus du LPMT système
qui forme l’estimateur d’énergie basé sur l’intégration de charge. La Dual Calorimetry
implique toujours la comparaison des réponses entre la LPMT calorimétrie et la SPMT
calorimétrie. Puisque les deux systèmes sont toujours exposés aux mêmes événements
dans le LS, tous les effets de réponse entièrement corrélés, i.e. la réponse non linéaire de
LS (LSNL), et les effets partiellement corrélés, i.e. la réponse non uniforme sur la position
(NU), peuvent être annulés ou corrigés. Donc, l’effet de réponse de charge non corrélé
(QNL) peut être isolé expérimentalement. En exploitant le SPMT comme la référence
de réponse de charge linéaire pour le LPMT, le QNL du LPMT peut être bien contrôlé
avec la Dual Calorimetry.

Deux méthodologies de la Dual Calorimetry sont développées dans cette thèse, i.e.
DCC-laser et DCC-gamma. Ces deux méthodes indépendantes et complémentaires sont
les réalisations de la Dual Calorimetry par canal qui exploitent le SPMT système pour
étalonner directement le potentiel QNL du LPMT au niveau d’un seul canal. Le DCC-
laser exploite l’avantage unique de la UV laser source d’étalonnage pour obtenir une
isolation maximale de l’effet QNL, la couverture de la plage dynamique de charge com-
plète et la couverture de tous les canaux. Le DCC-gamma exploite l’avantage des sources
d’étalonnage radioactives (gamma) pour réaliser l’étalonnage du QNL lié aux signaux
des neutrinos de réacteur. Le DCC-laser et le DCC-gamma ont des avantages complé-
mentaires. Par conséquent, en les fusionnant en un seul cadre d’étalonnage complet, la
QNL induite par les neutrinos de réacteur de l’ensemble du LPMT système peut être
considérablement étalonnée avec plusieurs fois jusqu’à un ordre de grandeur d’améliora-
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tion.
Grâce à l’étalonnage de QNL par canal, le contrôle de l’énergie calorimétrique peut

être considérablement amélioré avec le DCC. Plus précisément, le DCC contribue di-
rectement au contrôle de non-linéarité de l’échelle d’énergie (ESNL). Le biais de ESNL
induit par la QNL peut être restreint à moins de 0.3%, et le niveau de 0.1% pourrait être
atteint. En étalonnant la QNL par canal, le biais de réponse non uniforme induit par la
QNL peut être bien contraint au niveau de ≤ 0.1%. En ce qui concerne le contrôle de la
résolution d’énergie avec le DCC, la détérioration de la résolution causée par le QNL peut
être bien confinée au niveau de 1% avec le terme non-stochastique inférieur à 1%. Donc,
en abordant l’étalonnage de la QNL critique avec le DCC, l’exactitude et la précision de
l’énergie peuvent être considérablement mieux contrôlées vers les objectifs conçus, i.e. le
contrôle des erreurs systématiques sur l’énergie inférieures à 1% et la résolution d’énergie
de 3% à 1 MeV avec le terme non-stochastique inférieur à 1%. Par conséquent, la Dual
Calorimetry assure les conditions nécessaires pour obtenir les mesures d’oscillation des
neutrinos de réacteur de haute précision à JUNO.

En outre, la Dual Calorimetry pourrait contribuer à l’examen minutieux et la quan-
tification des erreurs systématiques par d’autres réalisations possibles basées sur des
signaux cosmogéniques ou des oscillations des neutrinos qui méritent d’être explorées à
l’avenir. Dans le même temps, il peut également valoir la peine d’explorer le DCC d’ordre
supérieur basé sur les données et le MC. Le paramétrage précis de la résolution d’énergie,
en particulier pour la décomposition des composants non-stochastiques, est requis lors
de la démonstration des performances du MC et du fonctionnement du détecteur.

Les études de Dual Calorimetry pendant la thèse montrent un grand potentiel pour
aider à réaliser la mesure de haute précision de l’oscillation des neutrinos de réacteur
et elles sont intégrées dans la stratégie d’étalonnage de JUNO expérience. Ces études
contribuent à un article de collaboration intitulé "Calibration Strategy of the JUNO
Experiment" qui a été soumis à arXiv [211] Un article dédié à la Dual Calorimetry
contenant les contenus et résultats de cette thèse est également en préparation.

Les performances du DCC dépendent du matériel informatique de SPMT, en parti-
culier la lecture électronique assurant le PE comptage robust. Donc, certains tests sont
effectués au cours de la thèse afin de valider les performances de la lecture électronique
de SPMT pour la Dual Calorimetry. Les résultats des tests indiquent que le flux de
données de discriminateur et le flux de données de charge peuvent fournir les informa-
tions redondantes de PE comptage, de charge et de temps, permettant la réalisation de
la Dual Calorimetry. Plus d’efforts de la collaboration sont en cours pour améliorer les
performances de la SPMT lecture.

La majeure partie de cette thèse a été consacrée à la Dual Calorimetry pour assurer
le meilleur contrôle d’énergie possible (échelle d’énergie et résolution d’énergie) qui est
nécessaire pour atteindre la mesure de ∼3σ MO intrinsèque et la mesure des paramètres
d’oscillation de haute precision (< 1%) à JUNO. Par ailleurs, les études de MO synergie
réalisées au cours de cette thèse indiquent que le MO est possible résolu (≥5σ) en com-
binant les expériences JUNO et LBνB. La combinaison de JUNO, NOvA et T2K peut
conduire à la première MO mesure résolue d’ici 2028, en tenant compte de la mesure de
MO intrinsèque de chaque expérience et de l’effet de synergie boosting entre JUNO et
LBνB. De plus, en combinant JUNO et le canal de disparition de LBνB-III (par exemple
Hyper-K), une MO solution dominée par l’oscillation sous vide peut être atteinte, ce qui
peut contribuer à l’examen final de MO avec la MO solution dominée par les effets de
matière (probablement par DUNE). Les études MO synergie contribuent à un article dé-
dié tel que présenté dans cette thèse, qui a déjà été soumis à arXiv [210] pour publication
imminente.
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