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Abstract

A study of scaling violations in fragmentation functions performed by the ALEPH
collaboration at LEP is presented. Data samples enriched in uds, c, b and gluon
jets, respectively, together with measurements of the longitudinal and transverse
inclusive cross sections are used to extract the fragmentation function for the gluon
and for each avour. The measurements are compared to data from experiments at
energies between 22 GeV and 91 GeV and scaling violations consistent with QCD
predictions are observed. From this, a measurement of the strong coupling constant
�s(MZ) = 0:126 � 0:009 is obtained.

1See next pages for the list of authors
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1 Introduction

The study of scaling violations in structure functions in deep-inelastic lepton-nucleon scattering
played a fundamental role in establishing Quantum Chromodynamics (QCD) as the theory of
strong interactions. QCD predicts similar scaling violations in the fragmentation functions
of quarks and gluons. In an electron-positron collider this translates into the fact that the
distributions of the scaled-energy x � 2E=

p
s of �nal state particles in hadronic events depend on

the centre-of-mass energy
p
s. These scaling violations come about because with increasing

p
s

more phase space for gluon radiation and thus �nal state particle production becomes available,
leading to a softer x-distribution. As the probability for gluon radiation is proportional to the
strong coupling constant, a measurement of the scaled-energy distributions at di�erent centre-of-
mass energies compared to the QCD prediction allows to determine the only free parameter of
QCD, �s.

In principle, variations with energy of the x distributions would establish the existence of
scaling violations and allow the determination of �s. However, the fact that the �nal state
avour composition depends strongly on the centre-of-mass energy (abundance of u-type quarks
at PEP and PETRA energies and majority of d-type quarks at LEP energies), and that the
fragmentation functions depend on the quark mass, means that the e�ect would be biased by
di�erences between fragmentation functions for the di�erent quark avours. Therefore, in order
to disentangle scaling violations arising from gluon radiation from e�ects due to the changing
avour composition independently of Monte Carlo modeling, �nal state avour identi�cation is
needed.

The work presented here uses inclusive scaled-energy distributions of stable charged particles
measured at PEP, PETRA, TRISTAN and LEP together with ALEPH measurements of the
distributions in bottom-, charm- and light-quark enriched samples, an inclusive sample, and a
gluon jet sample. These data, obtained in 1992 and 1993, correspond to approximately 40 pb�1

taken at a centre-of-mass energy around 91.2 GeV. They amount to close to 1.2 million hadronic
decays of the Z.

Section 2 describes the theoretical framework of this analysis, which is based on the Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [1] with splitting kernels and
coe�cient functions computed to next-to-leading order [2, 3]. The event selection, avour tagging
and data analysis are presented in section 3. Results are discussed in section 4 and conclusions
are given in section 5. An earlier investigation of scaling violations in e+e� collisions has been
carried out by the DELPHI Collaboration [4], in which the analysis was based on O(�2

s
) matrix

elements as implemented in the JETSET model [5].

2 Theoretical Prediction

The general form for the inclusive distribution of x and polar angle � with respect to the beam
axis is given by [6]:

d2�(s)

dx dcos �
=

3

8
(1 + cos2 �)

d�T (s)

dx
+
3

4
sin2 �

d�L(s)

dx
+
3

4
cos �

d�A(s)

dx
;

where T , L and A refer to the transverse, longitudinal and asymmetric cross sections. Integrating
over cos � one obtains the inclusive cross section

d�(s)

dx
=

d�T (s)

dx
+
d�L(s)

dx

1



which carries most of the weight in this analysis. The total cross section is dominated by the
transverse component. The longitudinal one arises from QCD corrections and, as described below,
is only used to constrain the gluon fragmentation function. The cross sections are related to
fragmentation functions Di; i = u; d; s; c; b, for quarks and Dg for gluons, which describe the
momentum spectrum of �nal state particles from a single parton, by a convolution with coe�cient
functions Cq, Cg:

d�(s)

dx
= 2�0(s)

Z
1

x

dz

z
Cq(z; �s(�F ); �

2

F
=s)

X
i=u;d;s;c;b

wi(s)Di(x=z; �
2

F
)

+ 2�0(s)
Z

1

x

dz

z
Cg(z; �s(�F ); �

2

F
=s)Dg(x=z; �

2

F
) : (1)

Here �0(s) is the Born cross section at the centre-of-mass energy
p
s and wi is the relative

electroweak cross section for the production of primary quarks of type i. The scale �F is an
arbitrary factorization scale where the fragmentation functions are evaluated. The fragmentation
functions themselves cannot be calculated within perturbative QCD, but once they are �xed at
some parametrization scale

p
s0, their energy evolution is predicted. The coe�cient functions are

known to next-to-leading order, O(�s). At leading order only Cq = �(1� z) is di�erent from zero,
i.e. the cross section is proportional to the weighted sum of the quark fragmentation functions.

The QCD scaling violations are described by the DGLAP evolution equations

dDj(x; s)

d ln s
=

X
i=u;d;s;c;b;g

Z
1

x

dz

z
Pij(z; �s(�R); �

2

R
=s)Di(x=z; s) ; (2)

where �R is the renormalization scale. The splitting kernels Pij are known to next-to-leading order
O(�2

s
). The energy evolution of the strong coupling constant is described by the same two-loop

formula that was used in ref. [7]. Both the coe�cient functions and the splitting kernels in the
MS scheme can be found, for example, in ref. [6]. For the analysis presented in this paper the
scales �R and �F are varied around the natural scale

p
s as in ref. [7], because the integration

of the next-to-leading order evolution equations implies an all-orders resummation of leading and
next-to-leading logarithms. Consequently, very small scales which to some extent do mimic this
resummation are not needed. The evolution equation is solved numerically using the standard
Runge-Kutta method.

Because the fragmentation functions depend on the quark mass, and the relative cross section
for each avour depends on

p
s, a measurement of �s from scaling violations in inclusive

momentum distributions requires the knowledge of the fragmentation functions for all quark
avours at one energy. Equations (1) and (2) show that the gluon fragmentation function is
also needed. Information about the various quark avours can be extracted from the data, if the
avour composition of the data sample is controlled experimentally by using appropriate tagging
techniques. A direct measurement of the gluon fragmentation function can be obtained from
three-jet events, where jets from well separated gluons are tagged by default when the other two
jets contain long-lived particles. Additional information can be extracted from the longitudinal
and transverse cross sections which are related to the gluon fragmentation function according
to [6]

1

�tot

d�L

dx
=

�s

2�

Z
1

x

dz

z

"
1

�tot

d�T

dz
+ 4

�
z

x
� 1

�
Dg(z)

#
+O(�2

s
); (3)
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with as yet uncalculated terms O(�2
s
). Truncating the above expression at O(�s), the parameter

�s becomes an e�ective leading-order coupling constant which must not be confused with the
next-to-leading order running coupling constant appearing in eqs. (1),(2). Because of this, it will
be referred to as �s in the following.

The formalism developed above describes only the perturbative component of the scaling
violations. Corrections due to resonance decays that scale like m2=s, quark-mass e�ects and non-
perturbative e�ects are discussed in detail in ref. [6]. The latter manifest themselves as power-law
corrections of O(1=

p
sk) to the logarithmic scaling violations expected from perturbative QCD.

While the coe�cient k is known to be k = 2 for deep-inelastic scattering experiments, there
is no clear theoretical prediction for the case of scaling violations in fragmentation functions.
Phenomenological arguments [6], however, suggest that it may be k = 1. A simple way of
incorporating non-perturbative e�ects is by changing variables and relating the perturbative
variable x to the measured quantity x0 through a function x = g(x0). The ansatz

x = x0 + h0

 
1p
s
� 1p

s0

!
; (4)

with one e�ective parameter h0, supported by Monte Carlo studies, is used to parametrize all
power-law corrections over the energy range between 22 GeV and 91.2 GeV covered by the data
analysed here.

The functional form eq.(4) implies that at the parametrization scale
p
s0 all non-perturbative

e�ects are absorbed into the fragmentation functions.

3 Data Analysis

The ALEPH detector, which provides both tracking and calorimetric information over almost
the full solid angle, is described in detail elsewhere [8]. The momentum of charged particles
is given by a �t to the information provided by the three tracking devices: a double-sided
silicon microvertex detector (VDET), an eight-layer axial-wire chamber (ITC) and a large
time projection chamber (TPC). The momentum resolution achieved in the combined �t is
�p=p = 0:0006 p=(GeV/c) � 0:005, where the two contributions are to be added in quadrature. A
detailed description of the performance of the detector can be found in ref. [9].

The event and charged track selections follow the method presented in ref. [10]. All charged
particles are assigned the pion mass. The transverse momentum of each charged track has to be
greater than 200 MeV/c. The selection e�ciency for hadronic Z decays is 77%. The only sizable
ine�ciency is introduced by requiring the sphericity axis of each event to be more than 35 degrees
away from the beam line, thus ensuring that the event is well contained in the detector. The main
background comes from �+�� events and amounts to about 0.3%. Although the background is
small, it is concentrated at high values of x. It therefore could a�ect the measurement and it
is subtracted bin by bin in the scaled energy distribution using a Monte Carlo simulation [11].
The distribution then is corrected using a hadronic event generator based on DYMU3 [12] and
JETSET 7.3 [5] with parameters adjusted to describe the ALEPH data [10], for the e�ects of
geometrical acceptance, detector e�ciency and resolution, decays of long-lived particles (with

3



� > 1 ns), secondary interactions and initial state photon radiation. The raw distributions are
corrected bin by bin according to the method explained in ref. [10].

The exclusive distributions are measured from samples enriched in bottom, charm and light
quarks (u; d; s). These samples are prepared using a lifetime tag based on the measurement of the
impact parameter of the charged tracks and on the probability of each trajectory to originate at the
interaction point. The algorithm is described in detail in ref. [13]. From individual probabilities
an overall probability Ph is computed that a given collection of tracks has no products from long-
lived particles. Requiring Ph to be less than a given value increases the likelihood that the event
contains long-lived particles.

In order to reduce the bias introduced by the tagging algorithm (which is more e�cient for
events with large charged multiplicity) the event is divided into two hemispheres according to
the thrust axis and the algorithm is applied only to the tracks of the �rst hemisphere. If that
hemisphere passes the selection cut, the other one is used to measure the charged particle spectrum,
weighting each track with a factor of two. The cross sections are normalized to the number of
accepted hemispheres. Finally, since the two hemispheres are almost independent, the procedure
is repeated with the tag applied to the second hemisphere. Residual correlations between the
hemispheres are taken into account in the correction procedure.

A sample enriched with bottom-quark events is obtained requiring Ph < 0:001, which results
in a b-identi�cation e�ciency of about 32.5%. The avour composition of the tagged sample is
90.5% of bottom quarks, 7.3% of charm quarks and 2.2% of light quarks, according to the Monte
Carlo. It has been checked [13] that the Monte Carlo e�ciencies and purities agree well with those
in the data.

Using the same technique, a light-quark enriched sample has been prepared. In this case,
the hemisphere probability to come from the interaction point is required to be Ph > 0:1. The
light-quark e�ciency is about 74%, and the tagged sample consists of 78.9% light-quark events,
14.5% charm events and 6.6% bottom events.

A sample enriched in c-quark events is obtained requiring 0:001 < Ph < 0:07. In order to
increase the purity the global hemisphere-shape variables described in ref. [14] are used. There, a
likelihood is formed for a hemisphere to belong to a bottom event, based on two shape variables,
moment of inertia and lateral mass [14]. The �rst one is closely related to a hemisphere boost
sphericity, while the second one sums the boosted momenta of particles in one hemisphere that
are close to its axis. The value of this likelihood must be below 0.2. The �nal sample consists
of 35.1% charm events, 26.7% bottom events and 38.2% light-quark events. The e�ciency for
c-quark tagging is about 9%.

At next-to-leading order accuracy the gluon fragmentation function also appears in the
evolution equations. Two methods have been used to measure it. In the �rst case, the above-
mentioned b-tagging algorithm is applied to individual jets in events with three well separated jets
in order to tag the two b-quark jets and, therefore, the gluon jet. Then, the inclusive charged-
particle momentum distribution of the gluon jet, scaled to its energy, is measured. The procedure
is described in detail in ref. [15] and the results are taken from there. This method is most suitable
for rather large values of the scaled energy, above x = 0:3, because of the cleaner association of
particles to jets.

The second method to obtain information on the gluon fragmentation function is based on
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eq. (3). The longitudinal and transverse cross sections are measured by weighting the double-
di�erential cross section with respect to x and cos � with the appropriate weight to project onto
the (1 + cos2 �) component (transverse) or the sin2 � component (longitudinal):

d�L;T

dx
=
Z

+v

�v

dcos �WL;T (cos �; v)
d2�

dx dcos �

with [6]

WL(cos �; v) =
h
v2
�
5 + 3v2

�
� 5 cos2 �

�
3 + v2

�i
=4v5

and

WT (cos �; v) =
h
5 cos2 �

�
3 � v2

�
� v2

�
5 � 3v2

�i
=2v5

the longitudinal and transverse projectors, respectively, and v de�ning the detector acceptance,
which is considered to be constant in the range j cos �j < v = 0:94. For the measurement of
the longitudinal and transverse distributions the requirement on the sphericity axis is removed,
as it would introduce a strong cos � dependence in the track selection e�ciency. Even without
this requirement, the track reconstruction e�ciency degrades at low polar angles, especially for
high-momentum tracks. This e�ect is taken into account in the correction procedure, which is
identical to that used for the other distributions. This leads to larger corrections, but these are
well understood, with the uncertainty in the reconstruction e�ciency taken into account into the
systematic errors.

Systematic uncertainties in all the distributions coming from possible discrepancies between the
real detector performance and the simulated one are estimated by varying the cuts applied in the
track and event selection. The maximum variation of a given bin is taken to be an uncorrelated
experimental systematic uncertainty [10]. The analysis of these variations shows no signi�cant
correlation among di�erent bins in the x distribution. The track reconstruction e�ciency is well
simulated in the Monte Carlo, with the ine�ciencies at low polar angles known within 10% of
their value. To probe the sensitivity of the longitudinal cross section to the track reconstruction
e�ciency, the cos � range was varied from v = 0:94 to v = 0:90 and the resulting di�erence taken
as an additional systematic error. On top of this, a 1% normalization error is assigned to each
distribution, in accordance with the �ndings of ref. [16]. Systematic uncertainties speci�c to the
avour tagging procedures are treated separately and are described in section 4.

The dependence on the hadron production model used to correct the data for detector e�ects is
estimated by computing simpli�ed correction factors [10] (with only acceptance cuts) using three
di�erent models: the one used for the corrections [5], NLLJET [17] and ARIADNE 2.3 [18]. The
full spread between the values obtained correcting with the three models is added in quadrature
to the bin-by-bin systematic error. For the longitudinal cross section this model dependence
constitutes the dominant systematic uncertainty. The model corresponding to the HERWIG 5.6
program [19] has not been used because it has been found to describe very poorly the features of
the scaled energy distribution at large values of x (above 0.3).

Figure 1 plots the measured ALEPH distributions. One clearly sees the di�erence between
light and heavy avour enriched samples. The errors include all bin-to-bin errors (statistical
and systematic) added in quadrature as well as an overall 1% normalization error. Systematic
errors dominate everywhere. The agreement with the JETSET 7.3 [5] Monte Carlo prediction
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is reasonable for all distributions and x regions. The transverse distribution is almost identical
to the unweighted one for all avours and is not shown. The numerical values for the inclusive,
transverse and longitudinal cross sections are given in Table 1. The longitudinal and transverse
distributions agree with the recent measurement by the OPAL Collaboration [20].
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t d
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ALEPH

Figure 1: Measured scaled-energy distributions corrected for detector e�ects (symbols) and
comparison with the predictions from JETSET 7.3 (curves). The distributions are normalized
to the total number of events. Error bars include statistical and systematic uncertainties. The
same binning is used for the inclusive and avour-tagged distributions.

In addition to the ALEPH data, inclusive charged particle spectra from TASSO [21] atp
s = 22, 35 and 45 GeV, MARK II [22] and TPC/2 [23] at

p
s = 29 GeV, CELLO [24] atp

s = 35 GeV, AMY [25] at
p
s = 55 GeV and DELPHI [4] at

p
s = 91.2 GeV have been used

in the analysis. Lower-energy data have been discarded because of the possible larger size of the
power-law corrections. In all those measurements, x was de�ned as x = 2p=

p
s. The di�erence

with the ALEPH de�nition, x = 2E=
p
s, leads to negligible power-law corrections in the range

0:1 < x < 0:8, used for the �t in the following section.
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Interval Total Transverse Longitudinal

0.008{0.012 501.3 �0.4 �7.8 377.2 �0.9 �52.5 123.6 �0.5 �16.4

0.012{0.020 392.69 �0.24 �0.97 314.9 �0.5 � 4.4 77.2 �0.3 � 2.8

0.028{0.030 274.81 �0.18 �0.99 234.5 �0.4 � 2.4 40.6 �0.2 � 1.6

0.030{0.040 191.05 �0.15 �0.48 170.1 �0.3 � 1.0 21.1 �0.1 � 1.2

0.040{0.050 139.94 �0.13 �0.44 127.50 �0.25 � 0.72 12.42 �0.12 � 0.81

0.050{0.060 107.33 �0.11 �0.30 99.29 �0.22 � 0.61 8.00 �0.10 � 0.58

0.060{0.070 85.09 �0.10 �0.17 79.61 �0.19 � 0.60 5.40 �0.09 � 0.40

0.070{0.080 68.96 �0.09 �0.19 65.23 �0.17 � 0.42 3.81 �0.08 � 0.31

0.080{0.090 56.80 �0.08 �0.13 54.09 �0.16 � 0.39 2.74 �0.07 � 0.20

0.090{0.100 47.875 �0.075 �0.095 45.72 �0.14 � 0.23 2.14 �0.06 � 0.20

0.100{0.120 37.655 �0.047 �0.074 36.22 �0.09 � 0.16 1.43 �0.04 � 0.14

0.120{0.140 28.061 �0.041 �0.046 27.12 �0.08 � 0.31 0.90 �0.03 � 0.10

0.140{0.160 21.389 �0.035 �0.054 20.77 �0.07 � 0.11 0.569 �0.026 � 0.060

0.160{0.180 16.661 �0.031 �0.042 16.32 �0.06 � 0.16 0.393 �0.024 � 0.082

0.180{0.200 13.233 �0.028 �0.027 11.323 �0.033 � 0.089 0.259 �0.012 � 0.037

0.200{0.225 10.376 �0.022 �0.023

0.225{0.250 7.928 �0.019 �0.020 6.943 �0.025 � 0.055 0.115 �0.008 � 0.024

0.250{0.275 6.197 �0.017 �0.016

0.275{0.300 4.874 �0.015 �0.012 4.319 �0.020 � 0.027 0.055 �0.005 � 0.013

0.300{0.325 3.862 �0.014 �0.013

0.325{0.350 3.055 �0.012 �0.018 2.474 �0.012 � 0.018 0.0293 �0.0032 � 0.0076

0.350{0.375 2.461 �0.011 �0.009

0.375{0.400 1.995 �0.010 �0.011

0.400{0.430 1.5555�0.0079�0.0059 0.8439�0.0043� 0.0068 0.0067 �0.0007 � 0.0023

0.430{0.460 1.2122�0.0070�0.0081

0.460{0.490 0.9401�0.0061�0.0051

0.490{0.520 0.7346�0.0054�0.0091

0.520{0.550 0.5634�0.0047�0.0048

0.550{0.600 0.4100�0.0031�0.0025

0.600{0.650 0.2574�0.0025�0.0033 0.1516�0.0018� 0.0067 0.00041�0.00020� 0.00094

0.650{0.700 0.1720�0.0020�0.0027

0.700{0.750 0.1042�0.0015�0.0026

0.750{0.800 0.0608�0.0011�0.0027

0.800{0.900 0.0263�0.0005�0.0032 0.0175�0.0005� 0.0057 �0.0002 �0.0002 � 0.0011

0.900{1.000 0.0049�0.0002�0.0020

Table 1: Total, transverse and longitudinal inclusive cross section for charged particles, measured
at
p
s = 91:2 GeV. The errors are the bin-to-bin errors, the �rst one being the statistical and the

second one the systematic uncertainty. A normalization error of 1% has to be added in quadrature
everywhere.

7



4 Results

The fragmentation functions for the di�erent avours and the gluon are parametrized using the
functional form

xDi(x; s0) = Ni

(1� x)aixbi exp
�
�c ln2 x

�
Z

0:8

0:1

dx (1 � x)aixbi exp
�
�c ln2 x

� ;

at a reference energy,
p
s0. Here the index i represents, separately, light quarks, charm, bottom

and gluons. The exponential function is motivated by the Modi�ed Leading-Log Approximation
(MLLA) [26, 27], which also predicts a single value of the c parameter for all quark avours
as well as the gluon. In total, thirteen parameters are used to describe the fragmentation
functions at one energy. The evolution to another energy requires two more parameters: �s,
which determines the perturbative evolution, and h0, which parametrizes the non-perturbative
e�ects in the evolution. Finally, the e�ective leading-order coupling constant �s introduced in
eq. (3) is required. Altogether there are sixteen parameters, which are all �tted simultaneously to
the available data.

An overall �t of the QCD predictions to all ALEPH data and the low energy data discussed
above is performed. In the global �t the evolution of the all-avour inclusive distributions available
at the various centre-of-mass energies carries the information about the strong coupling �s and
the non-perturbative e�ects as parametrized by h0. The avour-tagged distributions measured by
ALEPH at

p
s = 91:2 GeV mainly serve the purpose of �xing the parameters of the corresponding

fragmentation functions. The gluon-tagged sample from ref. [15] and the longitudinal and
transverse distributions determine �s and the parameters of the gluon fragmentation function.

For the nominal analysis the value of
p
s0 is chosen to be 22 GeV. The �t range was taken

to be 0:1 < x < 0:8 for all data at all energies. Outside this range, systematic e�ects, especially
at low

p
s, start to become important. However, the �t range for the longitudinal cross section

(measured only at 91.2 GeV), is taken to be 0:04 < x < 0:8 to increase the statistical sensitivity.

The results of the �t are shown in Table 2. There are sizable correlations amongst most of the
parameters, which may be as large as 90% between the parameters of the fragmentation functions.
The parameter most strongly correlated with �s(MZ) is the one describing the energy evolution of
the non-perturbative terms, h0. Here the correlation is 36%. The value found for h0 is compatible
with zero, which indicates that non-perturbative e�ects are small, within the parametrization
given by eq. (4). Fixing the parameters describing the shape of the fragmentation functions and
the non-perturbative corrections, the purely experimental error of �s(MZ) would be ��s = 0:002.

Figure 2 shows that the overall agreement between data and prediction is good and that the
QCD evolution reproduces the observed scaling violations. The size of the scaling violations can
be seen in Fig. 3, where the ratio between the inclusive cross sections measured at the extremes
of the covered energy range is plotted as function of x. For comparison also the expectation
with the avour composition kept constant at the value at 91.2 GeV is given. The �tted gluon
fragmentation function is displayed in Fig. 4 together with the direct measurement [15]. All error
bars include both statistical and experimental systematic uncertainties. The value found for �s

agrees with previous ALEPH determinations [7, 28] and c with the MLLA expectation [27]. Also
�s is consistent with typical values for a leading-order �s measurement. Since �s is allowed to
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�s(MZ) = 0:1258 � 0:0053

h0 = �0:14 � 0:10 GeV

light (uds) quarks c quarks b quarks gluons

N 0:372 � 0:005 0:359 � 0:006 0:295 � 0:008 0:395 � 0:020

a 1:69 � 0:04 3:09� 0:16 3:29� 0:09 2:6� 0:8

b �1:40 � 0:06 �1:10 � 0:09 �1:69 � 0:07 �1:59 � 0:29

c 0:252 � 0:014

�s 0:199 � 0:008

Table 2: Results of the �t to all data. The errors include statistical and experimental systematic
uncertainties, except for those related to avour tagging. The parametersNi; ai; bi and c de�ne the
shape of the fragmentation functions at the scale

p
s0 = 22 GeV. The de�nition of the parameters

is given in the text.

vary, the information about the gluon fragmentation function obtained from the longitudinal cross
section improves only marginally the direct measurement [15].

The �2 per degree of freedom (dof) of the �t is 307/213. Three distributions contribute
substantially to the �2: MARK II (37/14), TASSO at 35 GeV (45/13) and the ALEPH b-enriched
sample (65/23). The large �2 for the b quark enriched sample is due to inadequacies of the simple
parametrization of the fragmentation function. While the simple ansatz is good enough to describe
the fragmentation of the gluon and the light quarks including the c quark, it fails to reproduce the
detailed structure of b quark fragmentation and decay over the full x range. Removing the high-x
points above x = 0:6 changes the �2/dof to 29/19 while the result of the �t remains unchanged.
The relatively high values of the �2 for MARKII and TASSO(35 GeV) point to an inconsistency in
the experimental data, since there are data from other experiments at the same energy which are
perfectly consistent with the QCD �ts. In order to understand the importance of these problems
for the �t, the errors of these two distributions are scaled up by the corresponding values ofq
�2=dof, e�ectively deweighting the results from those experiments. The results of the �t with

the enlarged errors and the ALEPH b-enriched sample restricted to the range 0:1 < x < 0:6 is
�s(MZ) = 0:127�0:006, fully consistent with the previous one, with an overall �2=dof = 219=209.

Most of the experimental part of the systematic errors in the �s determination is already
contained in the error obtained from the �t. The only remaining uncertainties are from the
treatment of the normalization errors and the knowledge of the purities of the avour-enriched
samples.

The normalization errors pose a problem for those experiments where only the combined
statistical and systematic errors have been published. In those cases the purely statistical error
was estimated from the amount of data that was available and subtracted from the total errors.
Of the remaining relative errors in the respective x bins, the minimum one was taken to be
the normalization uncertainty common to all bins. This procedure was adopted for the nominal
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s = 91:2 GeV and

p
s = 22 GeV compared to the

QCD prediction. The full dots contributed in the global �t. The curves show the result of the �t
to all distributions.

analysis. Alternatively all unspeci�ed errors were taken as bin-to-bin errors and the resulting shift
��s = 0:002(norm) taken as an additional systematic error.

By varying the con�dence-level cuts in the lifetime tags, the avour compositions were changed
such that the avour enrichment for u; d; s and b quarks changed by �4% and for c quarks by �4%
and +2% (it was found to be very di�cult to get higher purities). The maximumchange was ��s =
0:004, being equivalent to an uncertainty of �4% in the purity estimates from the Monte Carlo.
This shift was taken as the systematic error due to avour composition of the tagged data samples.
The total experimental error of �s(MZ) is ��s(exp) = �0:005(fit)�0:002(norm)�0:004(purity).

Theoretical errors were determined, following [7], by varying independently the factorization
and the renormalization scale in the range �1 � ln(�2=s) � 1. The resulting changes in �s(MZ)
are ��s(theory) = �0:002(�R) � 0:006(�F ). Combining all errors in quadrature the �nal result
for �s(MZ) becomes

�s(MZ) = 0:126 � 0:007(exp) � 0:006(theory) = 0:126 � 0:009 :

Several additional consistency checks were carried out. The parametrization scale was varied
from

p
s0 = 22 GeV to 45 GeV or 91 GeV. The resulting changes on �s(MZ) were below 0.002

in all cases. Then the sensitivity to the assumption about the behaviour of the non-perturbative
contributions was tested. Using the parametrization of eq.(4) with 1=s instead of 1=

p
s gave
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completely negligible shifts in �s(MZ). Trying a rescaling ansatz as used in ref. [6]

x = x0
"
1 + h1 �

 
1p
s
� 1p

s0

!#

instead of eq. (4) to parametrize non-perturbative e�ects resulted in a correlation around 90%
between �s and h1, thereby precluding a simultaneous measurement of both parameters. Fixing
h1 to the value estimated in ref. [6] from the HERWIG Monte Carlo, the result of the �t was
compatible with the nominal result within the quoted uncertainties.

The dependence on the choice of the �t interval was studied by varying the lower bound
of the �t range by �0:05 around the nominal value of xmin = 0:1. In both cases a value for
�s(MZ) statistically compatible with the nominal result is obtained. The �2 of the �t degrades
considerably when going to smaller xmin, indicating that the parametrization of the fragmentation
functions and non-perturbative terms is not suitable for very small x. Going to much larger values
of xmin amounts to giving up much of the available data, and the �t of all 16 parameters becomes
unstable, with correlations of more than 90% between many of the variables.

Finally, the whole parametrization except �s(MZ) was �xed to the nominal result, and the
strong coupling constant was �tted, using the same formalism as before, in independent x intervals
of size �x = 0:1 between x = 0:1 and x = 0:8. All results were found to be statistically compatible
with the nominal one, verifying that scaling violations over the full x range are described by one
single coupling constant.
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5 Conclusions

The inclusive distribution (1=�tot)(d�=dx) for charged particles has been measured by the ALEPH
experiment for hadronic events of all avours and enriched samples in light avours, c quarks and
b quarks. In addition, the transverse and longitudinal distributions were measured and, together
with information from identi�ed gluon jets, used to constrain the gluon fragmentation function.

A global analysis of these measurements and results from other experiments at lower centre-
of-mass energies has been carried out in the framework of next-to-leading order QCD. Scaling
violations in the time-like domain between

p
s = 22 GeV and

p
s = 91:2 GeV are observed

in agreement with QCD predictions. The data are found to be consistent with one universal
coupling constant describing the evolution of the fragmentation functions between

p
s = 22 GeV

and
p
s = 91:2 GeV. At the same time, the shape of the fragmentation function for gluons, light

avours, c and b quarks were determined from the data alone.

The strong coupling constant measured here from scaling violations is consistent with other
determinations [7, 28] at one �xed energy based on global event shape variables. Expressed at the
scale MZ , the measured value is �s(MZ) = 0:126 � 0:009.

The main single contribution to the error on �s comes from the dependence on the factorization
scale chosen. Next-to-next-to-leading order calculations of the coe�cient functions and splitting
kernels would decrease this source of error. The overall error is bigger than for some other
determinations of the strong coupling constant [4, 7] mainly because all non-perturbative e�ects
(in the value of the fragmentation functions at one energy and in their evolution) have been taken
directly from data, without relying on the quantitative predictions of the Monte Carlo models.
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