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Abstract

Infrared and collinear safe event shape distributions and their mean values
are determined using the data taken at five different centre of mass energies
above MZ with the DELPHI detector at LEP. From the event shapes, the
strong coupling αs is extracted in O(α2

s), NLLA and a combined scheme using
hadronisation corrections evaluated with fragmentation model generators as
well as using an analytical power ansatz. Comparing these measurements to
those obtained at MZ, the energy dependence (running) of αs is accessible. The
logarithmic energy slope of the inverse strong coupling is measured to be

dα−1
s

d log(Ecm)
= 1.39± 0.34(stat)± 0.17(syst) ,

in good agreement with the QCD expectation of 1.27.
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1 Introduction

From 1995 to 1997 LEP operated at five different centre of mass energies between
130GeV and 183GeV. The statistics of hadronic events collected at these energies, though
small compared to the statistics gathered near the Z resonance, is sufficient for the mea-
surement of event shape distributions and for a determination of the strong coupling αs.
To obtain the running of αs the data taken at 91.2GeV in 1993–95 were reanalysed using
cuts, binnings and fit ranges coherent with the high energy data analysis.

This paper summarises event shape distributions and their moments measured using
DELPHI [?,?]. For each energy, αs is measured using various techniques: fits to shape
distributions in second order perturbation theory[?], in the next-to-leading-log approx-
imation (NLLA) [?,?], and in a combined O(α2

s)+NLLA scheme [?] are performed in
connection with Monte Carlo based hadronisation models. Alternatively, fits to the en-
ergy dependence of mean values are used to fix the only free parameter in the power
correction formula [?,?,?,?], allowing one to obtain αs independent of the above men-
tioned models. Finally, the resulting energy dependence of αs, as determined with the
different methods, is compared to the QCD expectation and an extended theory including
gluinos.

In section 2 the selection of hadronic events, the reconstruction of the centre of mass
energy, the correction procedures applied to the data, and for energies above the WW
threshold the suppression of W+W− events are briefly discussed. Section 3 presents
event shapes and jet rates and the comparison of the data with predictions from qq̄-based
hadronic generators. In section 4, measurements of αs using the various techniques and
the running of αs, as determined with the different methods, are presented.

2 Selection and correction of hadronic data

The analysis is based on data at six different centre of mass energies between 91.2GeV
and 183GeV. The results for 91.2GeV are obtained using 1993 to 1995 data. The
data taken at 130GeV and 136GeV in the years 1995 and 1997 are averaged and given as
results at Ecm = 133GeV, their average centre of mass energy. The integrated luminosities
collected at the higher energies are given in Table 1.

DELPHI is a hermetic detector with a solenoidal magnetic field of 1.2T. The tracking
detectors, situated in front of the electromagnetic calorimeters are a silicon micro-vertex

Ecm 133GeV 161GeV 172GeV 183GeV

L 11.9 pb−1 10.1 pb−1 10.0 pb−1 54 pb−1

σqq̄ 292 pb 147 pb 121.0 pb 100.3 pb

σqq̄ (
√

s′>0.85
√

s) 74 pb 35 pb 29 pb 24.5 pb

σWW — 3.3 pb 12.1 pb 15.4 pb

Number of events 846 359 289 1338

Table 1: Total cross sections σqq̄ and σWW as used in the simulation, high energy cross
sections σqq̄ (

√
s′>0.85

√
s) as predicted by Zfitter 5.12 [?], integrated luminosities L, and

finally selected (non-radiative) hadronic events for the various energies.
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Track 0.4GeV ≤ p ≤ 100GeV

selection ∆p/p ≤ 1.0

measured track length ≥ 30 cm

distance to I.P in rφ plane ≤ 4 cm

distance to I.P. in z ≤ 10 cm

Table 2: Selection of tracks. p is the momentum, ∆p its error, r the radial distance to
the beam-axis, z the distance to the beam interaction point (I.P.) along the beam-axis,
φ the azimuthal angle. The first two cuts apply to charged and neutral particles, while
the others apply to charged particles only.

Observable Central cut Cut variations

Event Nch ≥ 7 ≥ 6 ≥ 8

selection θThrust [25◦, 155◦] [20◦, 160◦] [30◦, 150◦]
Etot ≥ 0.50Ecm ≥ 0.45Ecm ≥ 0.55Ecm

ISR Rejection
√

s′rec ≥ 90%Ecm ≥ 80%Ecm

WW/ZZ Rejection Nch ≤ 42 ≤ ∞
(Ecm ≥ 161GeV) Bmin ≤ 0.08 ≤ 0.10

Table 3: Selection of events. Ncharged is the number of charged particles, θThrust the polar
angle of the thrust axis with respect to the beam, Etot the total energy carried by all
particles,

√
s′rec the reconstructed centre of mass energy, Ecm =

√
s the nominal centre of

mass energy, and Bmin is the minimal jet broadening.

detector VD, a combined jet/proportional chamber inner detector ID, a time projection
chamber TPC as the major tracking device, and the streamer tube detector OD in the
barrel region. The forward region is covered by silicon mini-strip and pixel detectors
(VFT) and by the drift chamber detectors FCA and FCB.

The electromagnetic calorimeters are the high density projection chamber HPC in the
barrel, and the lead-glass calorimeter FEMC in the forward region. Detailed information
about the design and performance of DELPHI can be found in [?,?].

In order to select well measured charged particle tracks, the cuts given in Table 2 have
been applied. The cuts in Table 3 are used to select e+e− → Z/γ → qq̄ events and to
suppress background processes such as two-photon interactions, beam-gas and beam-wall
interactions, leptonic final states, and, for the LEP2 analysis, initial state radiation (ISR)
and WW pair production (for energies above the WW threshold).

At energies above 91.2GeV, the high cross section of the Z resonance peak raises
the possibility of hard ISR allowing the creation of a nearly on-shell Z boson. These
“radiative return events” constitute a large fraction of all hadronic events. The initial
state photons are typically aligned along the beam direction and are rarely identified
inside the detector. In order to evaluate the effective hadronic centre of mass energy of
an event, considering ISR, an algorithm called Sprime+ is used [?]. Sprime+ is based
on a fit imposing four-momentum conservation to measured jet four-momenta (including
estimates of their errors). Several assumptions about the event topology are tested. The
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Figure 1: Left: reconstructed centre of mass energy (data with Ecm = 183GeV). Right:
discriminant variables Bmin for qq̄, WW and ZZ events, Ecm = 183GeV. In both plots
the simulations are based on Pythia [?] and Delsim [?]. Data are shown before WW
cuts and without WW subtraction, in the left plot also without ISR cut.

decision is taken according to the χ2 obtained from the constrained fits with different
topologies.

Figure 1(left) shows the spectra of the calculated energies for simulated and measured
events passing general event cuts for the 183GeV data.The agreement between data and
simulation is very good for the high energies relevant to this analysis, while the peak
around MZ appears to be slightly shifted in the simulation. A cut on the reconstructed
centre of mass energy

√
s′rec ≥ 90%Ecm is applied to discard radiative return events (see

Table 3). Simulation shows that this cut keeps more than 96% of the events without ISR
(
√

s−√s′ < 0.1GeV), giving a contamination with events having
√

s−√s′ > 10GeV of
less than 15%.

Two photon events are strongly suppressed by the cuts. Leptonic background is found
to be negligible in this analysis.

Since the topological signatures of QCD four jet events and hadronic WW events (and
other four quark backgrounds) are similar, no highly efficient separation of the two classes
of events is possible. Furthermore any WW rejection implies a severe bias to the shape
distributions of QCD events, which needs to be corrected with simulation. By applying a
cut on an observable calculated from the narrow event hemisphere only, the bias to event
shape observables mainly sensitive to the wide event hemisphere is reduced. To separate
qq̄ from WW events, the shape Bmin (as defined in [?]) is chosen. The discrimination due
to Bmin is demonstrated in Figure 1(right) for the 183GeV data, the actual cut applied
to data with Ecm ≥ 161GeV is Bmin≤ 0.08.

The remaining WW contribution is estimated by Monte Carlo generators and sub-
tracted from the measurement. The simulations are normalised using the cross sections
given in Table 1. The quoted σWW values correspond to a W mass of 80.35GeV. An
alternative multiplicative correction with a fixed signal to background ratio, would lead
to smaller statistical errors, but implies a strong bias towards the qq̄-simulation.
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The remaining detector and cut effects are unfolded with simulation. The influence
of detector effects was studied by passing generated events (Jetset/Pythia [?] using
the DELPHI tuning described in [?]) through a full detector simulation (Delsim [?]).
These Monte Carlo events are processed with the reconstruction program and selection
cuts as are the real data. In order to correct for cuts, detector, and ISR effects a bin by
bin acceptance correction C, obtained from e+e− → Z/γ → qq̄ simulation, is applied to
the data:

Ci = Ci,QCD · Ci,WW =
h(fi)gen,noISR

h(fi)qcdacc

· h(fi)qcdacc

h(fi)acc

(1)

where h(fi)gen,noISR represents bin i of the shape distribution f generated with the tuned
generator. The subscript noISR indicates that only events without relevant ISR (

√
s −√

s′ < 0.1GeV) enter the distribution. h(fi)...acc represents the accepted distribution f as
obtained with the full detector simulation. For h(fi)qcdacc all but WW cuts are applied,
for h(fi)acc also the WW cuts are applied. At centre-of-mass energies below 161GeV the
factor CWW equals one.

3 Event shape observables

Selected event shape distributions are shown in Figures 2–5. Figures 2, 3 and 5 show
the results from 183GeV centre of mass energy, while Figure 4 gives the energy depen-
dence of the observable Thrust as an example. The numerical results for these and further
observables have been given to the Durham-RAL database [?]. The exact definitions of
the observables used are comprehensively collected in Appendix A of [?].

The data in Figures 2–5 are corrected to be comparable with pure e+e− → Z/γ → qq̄
simulation of charged and neutral hadron production. The line in the central part of
each figure shows the corresponding Jetset/Pythia PS simulation. The amount of
WW-background that was subtracted to obtain the final data points is given as a shaded
area. In the lower insets the efficiency times the purity of the WW specific cuts is shown.
The acceptance corrections are plotted in the upper inset, split into the detector/cut
corrections CQCD, CWW as described in section 2 and the WW subtraction effect. The
plots show a good agreement between the data and Monte Carlo models.

Table 7 gives the moments of some QCD relevant shape variables. The means and
moments are calculated by integrating the fully corrected (binned) shape distributions. In
order to correct for the error due to binning, a correction factor calculated as the ratio of
the exact simulation result over the binned simulation result is applied. The uncertainty
due to this correction is accounted for by adding 10% of this binning correction as well
as 10% of the change due to the correction factors CQCD and CWW to the moments
systematic errors. In addition, contributions to the systematic error were included from
changes arising from varying the ISR, WW and event cuts (as indicated in Table 3) as well
as changing the assumed WW cross section by 5% (10% for 161GeV). Finally the effect
of replacing Jetset/Pythia by Herwig 5.8d [?] as basis for the detector simulation
Delsim was investigated. Though Herwig implements a more complete description of
ISR, the resulting systematic error contribution is small.

For some observables the spread of the results obtained in three individual years of
Z-peak data taking exceeds the estimated systematic error. In this case this spread is
taken as systematic error.

When dealing with small samples of data, systematic errors from cut variations can
be overestimated because of purely statistical fluctuations [?]. To check the reliability of
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The upper inset shows acceptance corrections: the QCD corrections CQCD as continuous
line, the QCD correction due to WW-cuts CWW as dashed line and the ratio of data
after and before WW subtraction as dotted line. The middle part shows data, simulation
and WW background. The lower part shows the efficiency times purity of the applied
WW-cuts.
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the various systematic error contributions described above, the statistical spread of each
systematic uncertainty is investigated. This is done by using multiple sets of full detector
simulation with the correct mixing and proper fluctuation of qq̄ and WW events, having
statistics corresponding to the one of real data. These pseudo data sets are then analysed
in the same way as real data, leading to multiple results for each of the systematic error
contributions. In case the spread of a contribution is larger than the error found on real
data no statement about this error contribution can be made within the given statistics
and it set to zero. In case the spread is smaller than the value found on data the spread
is quadratically subtracted from this value to get the final systematic error contribution.
This method of subtracting the statistical component of systematic errors is applied only
to errors obtained by cut variations, and only to the low statistics data (Ecm ≥ 133GeV).

Systematic errors resulting from this procedure are subject to statistical fluctuation
since significant contributions are calculated from cut variations. In order to keep the
procedure transparent and to keep the fluctuations visible they are not smoothed.

Figure 5 shows the jet rates R2, R3, R4 and R5 as a function of ycut as determined with
the JADE, DURHAM and CAMJET jet algorithms for the 183GeV data. The CAMJET
algorithm is a modified k⊥-clustering jet algorithm similar to the DURHAM algorithm.
It preserves the advantages of the original DURHAM algorithm while reducing non-
perturbative corrections and providing better resolution of jet substructure. A detailed
description of the CAMJET algorithm can be found in [?]. Within errors, the data at
all energies agree with the generator predictions tuned to Z data. No indication for a
significant excess of multi-jet events is observed.

4 Determination of αs

4.1 αs from mean event shapes

Event shape means 〈f〉 are determined using all hadronic events, and thus they have
the advantage of minimising the statistical error and are therefore especially well suited
for low statistics analyses.

The analytical power ansatz for non-perturbative corrections by Dokshitzer and Web-
ber [?,?] including the Milan factor established by Dokshitzer et. al. [?,?] is used to
determine αs from mean event shapes. This ansatz provides an additive term to the
perturbative O(α2

s) QCD prediction.

〈f〉 =
1

σtot

∫
f

df

dσ
dσ = 〈fpert〉+ 〈fpow〉 (2)

where the 2nd order perturbative prediction can be written as

〈fpert〉 = A
αs(µ)

2π
+

(
A · 2πb0 log

µ2

E2
cm

+ B

)(
αs(µ)

2π

)2

, (3)

with A and B being known numbers [?,?], µ being the renormalisation scale and b0 =
(33− 2Nf )/12π. The power correction is given by

〈fpow〉 = cf
4CF

π2
M µI

Ecm

[
α0(µI)− αs(µ)−

(
b0 · log

µ2

µ2
I

+
K

2π
+ 2b0

)
α2

s(µ)

]
(4)

where α0 is a non-perturbative parameter accounting for the contributions to the event
shape below an infrared matching scale µI , K = (67/18− π2/6)CA − 5Nf/9. The Milan
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Observable α0(2GeV) αs(MZ) χ2/ndf

〈1− T 〉 0.493± 0.009± 0.004 0.1191± 0.0015± 0.0051 50.3/26

〈M2
h/E2

vis〉 0.550± 0.024± 0.013 0.1192± 0.0022± 0.0037 2.65/15

Table 4: Determination of α0 from a combined fit of α0 and αs to a large set of mea-
surments of different experiments [?]. For Ecm ≥ MZ only DELPHI measurements are
included in the fit. The first error is the statistical error from the fit, the second one is
the scale error.

factor M is set to 1.8, which corresponds to three active flavours in the non-perturbative
region. The observable-dependent constant cf is 2 and 1 for f = 〈1− T 〉 and f =
〈M2

h/E2
vis〉, respectively. The infrared matching scale is set to 2GeV as suggested by the

authors [?], the renormalisation scale µ is set to be equal to Ecm.
Beside αs these formulae contain α0 as the only free parameter. In order to measure

αs from individual high energy data this parameter has to be known.

To infer α0, a combined fit of αs and α0 to a large set of measurements at different
energies [?] is performed. For Ecm ≥ MZ only DELPHI measurements are included
in the fit. Figure 6 shows the measured mean values of 〈1− T 〉 and 〈M2

h/E2
vis〉 as a

function of the centre of mass energy together with the results of the fit. The resulting
values of α0 are summarised in Table 4. The extracted α0 values are around 0.5
as expected in [?,?]. However, the numerical values are incompatible with each other.
Thus the assumed universality [?] is not valid to the precision that is accessible from
the data, though the inclusion of the second order result for c〈M2

h
/E2

vis〉 [?,?] reduces

the disagreement from about 20% to 10%. Therefore, α0 is determined for 〈1− T 〉 and
〈M2

h/E2
vis〉 individually. The scale error is obtained by varying the renormalisation scale

xµ = µ2/E2
cm from 0.25 to 4.

After having fixed α0, the αs values corresponding to the high energy data points can
be calculated from Eqs. (2–4). αs is calculated for both observables individually and
then combined with an unweighted average. Its error is propagated from the data and
combined by assuming maximal correlation. An additional scale error is calculated by
varying xµ in the ranges discussed and the infrared matching scale µI from 1GeV to
3GeV. The results are summarised in Table 5 and plotted as function of Ecm together
with the QCD expectation in Figure 8.

The αs values follow the QCD expectation. However, a fit assuming a constant αs(Ecm)
still has a 3% probability. The slope of the logarithmic energy dependence of the inverse
strong coupling, α−1

s , is:

dα−1
s (Ecm)

d log Ecm
= 2b0

(
1 +

b1

b2
0 log(E2

cm/Λ2)
+ . . .

)
, (5)

with b1 = (153− 19Nf)/24π2. To first order this quantity is independent of αs and Ecm.
Evaluating Eq. (5) in full second order with Ecm = 135GeV, Λ = 200MeV and Nf = 5
yields dα−1

s /d log Ecm = 1.27.
A measurement of this slope is obtained by fitting a straight line to the data in the

α−1
s vs. log Ecm plane. Its systematic error is obtained by raising/lowering the fitted αs

values by their systematic error contribution due to ISR and WW. All other systematics
present in the αs results are considered to be fully correlated, thus not contributing to the
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Ecm QCD-parameter Result ± stat ± syst ± scale

91.2GeV αs(MZ) 0.1210 ± 0.0002 ± 0.0019 ± 0.0042

133GeV αs(133GeV) 0.1167 ± 0.0045 ± 0.0011 ± 0.0038

αs(MZ) 0.1237 ± 0.0051 ± 0.0012 ± 0.0043

161GeV αs(161GeV) 0.1048 ± 0.0063 ± 0.0053 ± 0.0031

αs(MZ) 0.1134 ± 0.0075 ± 0.0062 ± 0.0036

172GeV αs(172GeV) 0.1142 ± 0.0096 ± 0.0015 ± 0.0036

αs(MZ) 0.1258 ± 0.0119 ± 0.0018 ± 0.0044

183GeV αs(183GeV) 0.1111 ± 0.0053 ± 0.0033 ± 0.0034

αs(MZ) 0.1234 ± 0.0067 ± 0.0042 ± 0.0042

Table 5: αs as obtained with the Dokshitzer and Webber ansatz by averaging the 〈1− T 〉
and 〈M2

h/E2
vis〉 results.

systematic error of the slope. The result agrees with the QCD expectation of a running
αs (Table 6).

4.2 αs from Event Shape Distributions

From event shape distributions, αs is determined by fitting an αs dependent QCD
prediction folded with a hadronisation correction to the data. As QCD predictions O(α2

s),
pure NLLA, and the combined O(α2

s)+NLLA in ln R-scheme are employed [?,?,?]. The
hadronisation correction is calculated using the Jetset PS model (Version 7.4 as tuned
by DELPHI [?]). The QCD prediction is multiplied in each bin by the hadronisation
correction

Chad(Ecm) =
fSim.

had (Ecm)

fSim.
part (Ecm)

, (6)

where fSim.
had (Ecm) (fSim.

part (Ecm)) is the model prediction on hadron (parton) level at the
centre of mass energy Ecm. The parton level is defined as the final state of the parton
shower created by the simulation.

The fit ranges used for the different QCD predictions are shown in Figure 7. The
upper limit of the range used for O(α2

s)+NLLA is reduced with respect to previous
publications [?,?] in order to reduce the systematic uncertainties due to WW background.
The lower limit is chosen such that the χ2/ndf for the QCD fit was reasonable at 183GeV
while maintaining the results at the Z-peak stable. The ranges for pure NLLA and O(α2

s)
fits are chosen to be distinct, so that the results are statistically uncorrelated. Their limit
is taken from [?], where the size of hadronisation correction, the size of the B-coefficient,
and the stability under fit range changes is considered.

In [?] it has been shown that fixing the renormalisation scale to µ2 = E2
cm results

in a marginal description of the data. Therefore, the experimentally optimised scales
xµ = µ2/E2

cm are determined from the LEP1 data and are used for the O(α2
s) fits to the

high energy data for both observables individually. In contrast for the NLLA and the
combined NLLA+O(α2

s) fits, µ is set equal to Ecm, so that these results can be compared
to other experiments more directly.
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Theory used for measurement dα−1
s /d log(Ecm)

O(α2
s)+ power ansatz 1.17± 0.43± 0.18

O(α2
s) 1.14± 0.41± 0.20

NLLA 1.69± 0.53± 0.33

O(α2
s)+NLLA (ln R-scheme) 1.39± 0.34± 0.17

QCD expectation 1.27

QCD+Gluinos expectation 0.90

Table 6: Results of straight line fit to the logarithmic energy dependence of α−1
s , and

theoretical expectations calculated in 2nd order.

The systematic errors are obtained from fits to 1− T and M2
h/E2

vis distributions eval-
uated with different cuts using the same variations as for the error determination of the
moments. Again, the resulting systematic errors are reduced by their spread as described
in Section 3. The scale errors for the NLLA and O(α2

s)+NLLA analyses are calculated
by varying xµ from 0.25 to 4. The scale errors for O(α2

s) are taken from a previous
DELPHI publication [?]. An error from the influence of the used hadronisation model is
estimated by calculating Chad with Jetset and Ariadne. The resulting two values of
αs are averaged to get the central value, half of their difference is added in quadrature to
the systematic error.

The αs values evaluated from the distributions are given in Table 8 and plotted in
Figure 8. The results agree well with those measured from the event shape means.
As for the αs results from mean event shapes, the data follow the QCD expectation.
Fitting a constant αs yields probabilities of 6% for O(α2

s) and below 0.5% for NLLA and
O(α2

s)+NLLA. The slope obtained from fitting a straight line to the logarithmic energy
dependence of α−1

s is in good agreement with the QCD expectation (Table 6).
Though one would expect to find light gluinos in direct searches before their influence

can be seen in the current measurements of the running of αs, it is instructive to compare
the result to QCD+gluino expectation [?] in order to judge the achieved precision.
Inverting the first order QCD prediction for the energy dependence of αs, the measured
running corresponds to an observed number of flavours of Nf = 3.4±3.2 (O(α2

s)+NLLA).
The difference between standard QCD and QCD+gluinos thus is at the 1σ-level.
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Figure 7: Fit ranges chosen for fitting αs from different QCD predictions of 1 − T and
M2

h/E2
vis distribution.
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5 Summary

A measurement of event shape distributions and their moments is presented as ob-
tained from data measured at 91.2GeV, 133GeV, 161GeV, 172GeV and 183GeV centre
of mass energy. Fragmentation models describe the energy evolution of the event shape
distributions well. The observed jet rates give no indication for an excess of multi-jet
events at high energies.

The strong coupling constant αs has been determined from the means and the distri-
butions of 1− T and M2

h/E2
vis using O(α2

s), NLLA, and combined QCD predictions (see
Table 8 and 5).

Non-perturbative corrections to the shape means were based on their energy evolution
using a power correction ansatz. For the shape distributions these non-perturbative cor-
rections were performed using the fragmentation models Jetset and Ariadne. Within
the large statistical errors of the high energy data the different methods yield consistent
results.

The comparison of αs as measured at the Z and at higher energies confirms that the
energy dependence (running) of the strong coupling is consistent with QCD expectation.
The logarithmic energy slope of the inverse strong coupling is to first order independent
of the energy and of αs. It is measured to be

dα−1
s

d log(Ecm)
= 1.39± 0.34(stat)± 0.17(syst) ,

in good agreement with the QCD expectation of 1.27 ' 2b0 (see Eq. (5)).
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Table 7: Event shape means and higher moments. The first error is statistical, the second
systematic. Systematic errors shown in this table are subject to statistical fluctuation
since significant contributions are calculated from cut variations. In order to keep the
procedure transparent and to keep the fluctuations visible they are not smoothed.
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Ecm Theory QCD-parameter Result ± stat ± sys ± scale

91.2GeV O(α2
s) αs(MZ) 0.1186 ± 0.0002 ± 0.0015 ± 0.006

NLLA αs(MZ) 0.1221 ± 0.0002 ± 0.0039 ± 0.0087

O(α2
s)+NLLA αs(MZ) 0.1246 ± 0.0002 ± 0.0024 ± 0.0063

133 GeV O(α2
s) αs(133GeV) 0.1097 ± 0.0046 ± 0.0009 ± 0.005

αs(MZ) 0.1158 ± 0.0052 ± 0.0010 ± 0.006

NLLA αs(133GeV) 0.1104 ± 0.0074 ± 0.0020 ± 0.0057

αs(MZ) 0.1166 ± 0.0082 ± 0.0023 ± 0.0064

O(α2
s)+NLLA αs(133GeV) 0.1136 ± 0.0043 ± 0.0013 ± 0.0048

(ln R-scheme) αs(MZ) 0.1202 ± 0.0048 ± 0.0014 ± 0.0053

161 GeV O(α2
s) αs(161GeV) 0.1085 ± 0.0076 ± 0.0011 ± 0.005

αs(MZ) 0.1178 ± 0.0091 ± 0.0012 ± 0.006

NLLA αs(161GeV) 0.1059 ± 0.0104 ± 0.0015 ± 0.0046

αs(MZ) 0.1147 ± 0.0123 ± 0.0018 ± 0.0054

O(α2
s)+NLLA αs(161GeV) 0.1131 ± 0.0068 ± 0.0021 ± 0.0046

(ln R-scheme) αs(MZ) 0.1232 ± 0.0080 ± 0.0026 ± 0.0055

172 GeV O(α2
s) αs(172GeV) 0.1093 ± 0.0094 ± 0.0010 ± 0.005

αs(MZ) 0.1199 ± 0.0113 ± 0.0012 ± 0.006

NLLA αs(172GeV) 0.1041 ± 0.0091 ± 0.0011 ± 0.0057

αs(MZ) 0.1139 ± 0.0107 ± 0.0013 ± 0.0070

O(α2
s)+NLLA αs(172GeV) 0.1087 ± 0.0081 ± 0.0013 ± 0.0042

(ln R-scheme) αs(MZ) 0.1193 ± 0.0098 ± 0.0016 ± 0.0050

183 GeV O(α2
s) αs(183GeV) 0.1102 ± 0.0044 ± 0.0019 ± 0.005

αs(MZ) 0.1222 ± 0.0054 ± 0.0023 ± 0.006

NLLA αs(183GeV) 0.1094 ± 0.0055 ± 0.0028 ± 0.0056

αs(MZ) 0.1212 ± 0.0068 ± 0.0034 ± 0.0070

O(α2
s)+NLLA αs(183GeV) 0.1132 ± 0.0038 ± 0.0013 ± 0.0049

(ln R-scheme) αs(MZ) 0.1259 ± 0.0048 ± 0.0016 ± 0.0061

Table 8: αs as obtained from distributions by avaraging the results from the 1 − T and
M2

h/E2
vis. The scale errors for the O(α2

s) analyses are taken from a previous DELPHI
publication [?].


