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Abstract

Semileptonic decays B! D��`+�X were selected from a sample of 3.1 million
hadronic Z decays collected by the DELPHI detector at LEP. A topological
search for semileptonic B decays to resonant and non-resonant D�� �+ states
was performed and the ratio of the branching fractions:

Br(B! D��`+�X)

Br(B! D��`+�X) +Br(B0 ! D��`+�)
= 0:19 � 0:10(stat)� 0:06(syst)

was determined. Taking into account this contribution, the di�erential decay
width of B0 ! D��`+� was measured as a function of the momentum transfer
from the B to the D�� in two separate analyses, using exclusive and inclusive
methods of D�� reconstruction. The distributions were �tted over the full mo-
mentum transfer range to extract the product of jVcbj times the normalization
of the decay form factor F (q2max):

F (q2max)jVcbj = (35:0 � 1:9(stat)� 2:3(syst)) � 10�3:

The value of jVcbj was computed using theoretical calculations of F (q2max), giv-
ing:

jVcbj = (38:5� 2:1(stat)� 2:5(syst)� 1:7(theory)) � 10�3:
The total branching fraction Br(B0 ! D��`+�) was determined to be:

Br(B0 ! D��`+�) = (5:47� 0:16(stat)� 0:67(syst))%:

(To be submitted to Zeit. f. Physik C.)
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1 Introduction

Precise measurements of the elements of the Cabibbo-Kobayashi-Maskawa matrix are
required in order to complete the current picture of the weak interactions.

The magnitude of the element Vcb relating the beauty to the charm quark has been
determined from the partial semileptonic decay width of B hadrons which is proportional
to jVcbj2 [1]. The precision of these measurements is however limited by the understanding
of the hadronisation processes involved in the decays.

The study of the properties of QCD in the in�nite quark mass approximation allows
the extraction of jVcbj with a smaller theoretical uncertainty when the semileptonic decay
B0 ! D��`+� is considered y. In the massless lepton limit the di�erential decay width,
d�=dq2, of this process is expressed in terms of three form factors [2], where the variable
q2 is the square of the four momentum transfer from the B0 to the D�� particle:

q2= (pB � pD�)
2.

The Heavy Quark E�ective Theory (HQET) [3] relates the three form factors to a
single universal function, F (q2). The shape of this function is not predicted by the theory
but its value at maximum momentum transfer q2max (i.e. when the D�� is produced at
rest in the B frame) is normalised to 1 in the limit of in�nite b and c quark masses.
Corrections due to �nite quark masses are computed by means of an expansion in terms of
�QCD=mb;c [4]. As a consequence of Luke's theorem [5], �rst order terms do not contribute
and the expansion is dominated by the term proportional to (�QCD=mc)

2 [6]. Another
theoretical uncertainty of comparable size is induced by perturbative QCD which is at
present computed to �rst order in �s. The measurement of the decay rate at q2max therefore
currently provides the determination of jVcbj with the smallest theoretical error [7].

Previous measurements of jVcbj based on this approach were performed by the
ARGUS and CLEO collaborations at the �(4S) [2,8,9] and by ALEPH at LEP [10]. The
relative merits of the �(4S) and LEP measurements are discussed in detail in ref.[10].

Results from two complementary analyses are reported in the present paper. The
�rst analysis exploited events in which an exclusively reconstructed D�� and a lepton
were found in the same hemisphere as de�ned by the thrust axis. The event selection
and reconstruction are described in section 4. An inclusive D�� reconstruction was also
performed by using events with a lepton and a slow pion in the same jet, as described in
section 5. It provides higher statistics but with a higher level of background and poorer
q2 resolution.

Semileptonic decays to orbitally excited states (D
(�)
J ) are predicted by HQET and

have been observed recently [11]. These states provide an important source of background
due to their decay into a D�� plus a pion. A topological search for such states was there-
fore performed to determine the amount of such a background in a model-independent
way. The analysis is described in section 6. The contributions from other background
sources are discussed in section 7.

Due to the vanishing phase-space at q2max the measurement is performed by extrap-
olating the di�erential decay width, d�=dq2. Details of the �tting procedure are given
in section 8. Systematic errors are discussed in section 9. The combined result from the
two analyses is reported in section 10. Conclusions are drawn in section 11.

yThroughout the paper charge-conjugate states are implicitly included. "Leptons" refers to electrons and muons.
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2 The DELPHI detector

The DELPHI detector has been described in detail elsewhere [12,13]; only the de-
tectors relevant to the present analysis are brie
y described in the following. The tracking
of charged particles is accomplished in the barrel region with a set of cylindrical tracking
detectors whose axis is oriented along the 1.23 T magnetic �eld and the direction of the
beam. The Vertex Detector (VD) has an intrinsic resolution of 5{6 �m and consists of
three concentric layers of silicon microstrip detectors at average radii of 6.3 cm, 9.0 cm,
and 10.9 cm. The VD surrounds a Beryllium beam pipe with a radius of 5.6 cm. In
1991-1993 all the VD layers were single-sided with strips parallel to the beam direction.
In the 1994 run the innermost and the outermost layers were replaced by double-sided
silicon microstrip modules [14] giving measurements also in the direction along the beam
axis (z). The Inner Detector is placed outside the VD between radii of 12 cm and 28 cm.
It consists of a jet chamber giving up to 24 spatial measurements and a trigger chamber
providing a measurement of the z coordinate. The VD and ID are surrounded by the main
DELPHI tracking chamber, the Time Projection Chamber (TPC), which provides up to
16 space points between radii of 30 cm and 122 cm. The Outer Detector (OD) at a radius
of 197 cm to 206 cm consists of �ve layers of drift cells. The average momentum resolu-
tion of the tracking system is �(p)=p = 0:0006 p GeV/c for high momentum particles,
in the polar region between 30� and 150�. In the plane orthogonal to the beam direction
the asymptotic precision of extrapolating tracks to the collision point was measured as
20 � 2 �m using muons from Z! �+�� decay. In hadronic events, the extrapolation ac-

curacy was found to be
q
202 + 652=p2t �m [14] where pt is the momentum of the particle

in the plane transverse to the beam axis.
Electron identi�cation relies on the electromagnetic calorimeter in the barrel region

(High density Projection Chamber HPC) which is a sampling device with relative energy
resolution of �6.5% for electrons with 45.6 GeV=c momentum, and a spatial resolution
along the beam axis of �2 mm. The electron identi�cation algorithm is described in
ref. [13]. Within the HPC acceptance, electrons of momentum above 3 GeV=c are iden-
ti�ed with an e�ciency of � 77%. The probability of a pion being misidenti�ed as an
electron is below 1%.

The muon identi�cation relies mainly on the muon chambers, a set of drift chambers
giving three-dimensional information situated at the periphery of DELPHI after approx-
imately 1 m of iron. The muon identi�cation algorithm is described in ref. [13]. A loose
selection criterion provided an identi�cation e�ciency of � 90% within the acceptance of
the muon chambers for a misidenti�cation probability of � 1:3% (referred to as \loose"
muons in this paper). Tighter cuts gave 77% e�ciency for a 0:8% misidenti�cation prob-
ability (referred to as \standard" muons).

3 Event selection and simulation

Charged particles were required to have a measured momentumbetween 0.1 GeV=c
and 50 GeV=c, a relative error on momentum less than 100%, a track length larger than
30 cm and a distance of closest approach to the interaction point below 5 cm in radius and
10 cm along the beam axis. Neutral particles were required to have an energy between
1 GeV and 30 GeV and a polar angle between 20� and 160�. They were assigned the
photon mass.

Hadronic events were selected using only the selected charged particles with mo-
mentum above 0.4 GeV=c. Five or more charged particles were required, carrying in total
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more than 12% of the collision energy assuming them to be pions. In total 3.1 million
hadronic events were obtained from the 1991-1994 data.

Simulated hadronic events were generated using the JETSET 7.3 Parton Shower
program [15]. The B meson mean lifetime was set to 1.6 ps. The generated events
were followed through the detailed detector simulation DELSIM [16] and then processed
through the same analysis chain as the real data. The hadronic event selection e�ciency
was thus estimated to be (95:1� 0:2)%. A total of 7 million simulated Z hadronic decays
was used. To increase the statistical signi�cance of the simulation, a special set of events

was generated, each containing at least one B meson decaying to a D�`� or D
(�)
J `� �nal

state, corresponding to � 20 million hadronic Z decays.
Charged and neutral particles were clustered into jets using the LUCLUS algorithm

with default parameters [15]. For the jet containing the lepton candidate, the jet axis
was de�ned as the sum of the momenta of all the particles in the jet except the lepton.
The transverse momentum, p`T , of the lepton with respect to this jet axis was required
to exceed 0.8 GeV=c in the exclusive analysis and 1 GeV=c in the inclusive analysis.
Furthermore, leptons with momentum greater or equal to 3 GeV=c were used in the
exclusive analysis; in the inclusive analysis the same cut was set at 2 GeV=c.

Each event was divided into two hemispheres by the plane perpendicular to the
thrust axis, which was computed using all the charged and neutral particles.

4 Exclusive analysis

This section describes the exclusive reconstruction of D� particles and the corre-
sponding q2 reconstruction procedure.

4.1 D
��`+ selection

The D� candidates were reconstructed in the channel D�� ! D
0
�� and the D

0

candidates were reconstructed in the decay modes D
0 ! K+�� and D

0 ! K+���+��.
First, the primary interaction vertex was computed in space for each event using an

iterative procedure based on the �2 of the vertex �t as described in ref. [17]. The primary
vertex of Z! bb events was thus evaluated with a transverse precision of about 70 �m
horizontally and 30 �m vertically.

Only charged particles produced in the same jet as the lepton were considered for

the reconstruction of charmed mesons. The kaon candidate in the D
0
decay was required

to have the same charge as the identi�ed lepton.

Only particle tracks with at least one VD hit were used for the D
0 ! K+�� channel.

For the D
0 ! K+���+�� decay channel, at least one hit was required on at least two

of the four tracks of the D
0
candidate. After a K+�� or K+�����+ combination was

selected, its vertex was computed in space and the momentum vector of each particle was

recalculated at this position. In the D
0 ! K+�� channel, the momentum of each particle

had to be larger than 1 GeV=c. For D
0 ! K+���+�� decays, the minimummomentum

required for candidate pions was lowered to 0.2 GeV=c. In order to select events with
well reconstructed secondary vertices for K3� candidates, the impact parameter to the
secondary vertex of each decay particle was required to be less than 300 �m.

To reduce the combinatorial background in the D
0 ! K+�� channel, the angle

�� between the D
0

ight direction and the kaon direction in the D

0
rest frame was

required to satisfy the condition cos �� > �0:9. For genuine D0 ! K+�� candidates an



4

isotropic distribution in cos �� is expected whereas the background is strongly peaked in
the backward direction.

Using a lepton candidate with at least one hit in the microvertex detector, a D
0
-

lepton vertex was then �tted in space, and the lepton momentum vector was recomputed
by imposing that its track originated at this new vertex. The precision of this secondary
vertex was about �300 �m along the 
ight direction projected onto the plane transverse
to the beam direction. The B0 decay length was then de�ned as the signed distance

between the primary vertex and the secondary D
0
-lepton vertex. It was given the same

sign as the scalar product of the D
0
`� momentum with the vector joining the primary

to the secondary vertex. For the 1991-1993 data, the decay length was computed in
the plane transverse to the beam axis and was required to be above 500 �m. For the
1994 data, with z information available from the VD, it was computed in space and was
required to exceed 750 �m.

All other charged particles with momentum between 0.4 GeV=c and 4.5 GeV=c and

charge opposite to that of the lepton were used as pion candidates for D�� ! D
0
�� decay.

This momentum range allowed the selection of D�� with an energy fraction relative to
the beam energy, XE(D

�) = E(D�)=Ebeam, between 0.15 and 1. In order to reduce the
combinatorial background, the impact parameter of this pion relative to the primary
interaction vertex was required to be less than 3.0 mm. The momentum vector of the

pion candidate was recomputed after imposing that its track originated at the D
0
-lepton

vertex. Then the selection of D��`+X events relied on the small mass di�erence (�M)

between the D�� and the candidate D
0
.

As no kaon identi�cation was required, some combinatorial background occurs in

the D
0 ! K+���+�� decay mode when the K+ and �+ mass hypotheses are wrongly

permuted. This is partly suppressed by applying a stronger mass di�erence constraint
for this decay channel, the remaining combinations being described by an additional
contribution to the background.

Fig. 1a) shows the distribution of the mass di�erence M(K+����) � M(K+��)
when the K+�� invariant mass is within 70 MeV=c2 of the nominal D0 mass. Fig. 1b)
shows the invariant K3� mass distribution when the mass di�erence value �M is within
2.1 (1.4) MeV=c2 of the nominal (D�� �D

0
) mass di�erence for 1991-1993 (1994) data.

The di�erent �M selections were applied in order to account for the di�erent resolutions
in the two data samples. A clear signal corresponding to D��`+ events is observed in
each distribution when the kaon candidate and the lepton have the same charge (data
points). The corresponding wrong sign K+`� distribution (hatched histograms) is �tted
with the same parameters as the K+`+ distribution in order to determine the contribution
of cc events. A very small contribution is found which is subtracted later in this analysis.
In Fig. 1a) the background is described by the function �(�M � m�)

� where � and �
are free parameters. The D�� ! (K+��)�� signal is described by a Gaussian function
with free normalization, mean value and width. The mean value (145:6 � 0:1) MeV=c2

obtained is compatible with the expected (D�� �D
0
) mass di�erence and the resolution

is (0:9� 0:1) MeV=c2.
The K3� mass distribution of Fig. 1b) was �tted by using a second order polynomial

for the combinatorial background, a Gaussian function for the D
0 ! K+�����+ events

and a second Gaussian for events where the K+ and �+ masses were permuted. In
the simulation, this second contribution amounted to 7% of the �tted signal, with a
width 10% larger and a mean value 3 MeV=c2 lower. The �tted mean value of the �rst
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Gaussian is (1866 � 2) MeV=c2, in good agreement with the nominal D0 mass [1], and
the experimental resolution is 14� 2 MeV=c2.

The total numbers of �tted D��`+ events were 235 � 19 in the K� channel and
210 � 25 in the K3� channel.

4.2 q2 reconstruction

The four-momentum transfer squared in the B0 ! D��`+� decay was reconstructed
by measuring the B0 meson four-momentum pB and the D�� meson four-momentum
pD�. The experimental inputs used to determine the B hadron energy and momentum,
in addition to the reconstructed D�� and lepton, were the neutrino energy and the B
hadron direction.

The neutrino energy E� was evaluated from the missing hemisphere energy Emiss

corrected by a function of the D��`+ energy, F (ED�`), determined from the simulation:

Emiss =
p
s=2 � Esame +

m2
same �m2

oppo

2
p
s

E� = Emiss + F (ED�`);

where same and oppo refer to the hemispheres on the same and opposite sides relative
to the D��`+ system; msame and moppo are the reconstructed invariant masses in each
hemisphere and are included in order to correct the energy for events with more than two
jets [10]. The function F (ED�`) was introduced to correct for losses due to experimental
cuts and to detector ine�ciencies. It was determined by parameterising the di�erence
between the true neutrino energy and Emiss as a function of the D

�` energy. If the neutrino
energy obtained was negative, it was set to zero. Figs. 2a) and 3a) show the di�erence
between the reconstructed and generated neutrino energy for B0 ! D��`+� decays in
simulated 1991-1993 and simulated 1994 data, respectively. A resolution of 2.7 GeV is
reached in both cases, which corresponds to a relative error of �33% .

The B0 meson direction was determined from its azimuthal angle �B in the plane
transverse to the beam axis and polar angle �B relative to the beam axis. For the 1994
data, where the microvertex detector provided a measurement of the z coordinate along
the beam axis, both the azimuthal and polar angles were obtained from the oriented
decay distance vector between the primary interaction vertex and the D��`+ decay vertex.
For the 1991-1993 data the neutrino energy and azimuthal angle (obtained as previously
described) were used with the energy-momentumconservation constraint to determine �B.
The quadratic ambiguity was resolved by taking the polar angle nearest to the thrust axis.
Figs. 2b) and 3b) show the di�erence between the reconstructed and generated azimuthal
angle in 1991-1993 and 1994 simulations, respectively. Resolutions of �1:4� and �1:2�
were achieved in the two cases. Similar distributions are shown for �B on Figs. 2c) and 3c).
The resolutions are �1:6� and �1:2� for 1991-1993 and 1994 simulations, respectively.
Finally Figs. 2d) and 3d) show the di�erence between the estimated and generated q2

values. Resolutions of �2:2 GeV2=c4 and �1:8 GeV2=c4 were achieved for the 1991-1993
and 1994 simulations.

The overall e�ciency determined from a sample of fully simulated B0 !
D��`+� decays was (11:2�0:5)% for D

0 ! K+�� and (6:6�0:4)% for D
0 ! K+���+�� .

Fig. 4 shows the e�ciency as a function of q2 for each channel. A slight dependence is
observed and an acceptance correction was applied.
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5 Inclusive D�� analysis

Only a limited fraction of D0 decay �nal states were reconstructed with the exclusive
technique described above. To increase the statistical precision of the measurement by
exploiting a wider set of D0 �nal states, an inclusive analysis was performed, inspired by
the one originally proposed by the ARGUS collaboration at DESY [18]. The analysis was
limited to the 1.4 million hadronic Z decays collected by DELPHI in 1994.

5.1 D��`+ selection

The charged pion produced in the decay D��! D0�� (hereafter referred to as the
��) was used to tag D�� particles. Due to the limited phase space available in the decay,
the �� is produced almost at rest in the D�� rest frame. At LEP energies it receives a
considerable Lorentz boost (when the D�� is produced from B hadron decays, the average
�� energy is about 1.5 GeV), but it can be tagged by the low momentum carried in the
plane orthogonal to the boost direction. The method has previously been applied by
the DELPHI collaboration to extract the partial width of the decay of the Z to c�c �nal
states [19]. In the following a re�nement of this technique is described which improves
the rejection of the background.

The sample of hadronic Z decays was enriched in bb events by applying the b-
tagging algorithm already used by the DELPHI collaboration for several analyses [20].
Jets in which a lepton is present were then selected. Tighter lepton selection criteria
were applied than for the exclusive analysis. The lepton transverse momentum was then
required to be p`T > 1 GeV=c.

Any particle with charge opposite to that of the lepton was considered as a can-
didate for D�� tagging if its squared momentum p2T transverse to the jet direction was
below 0.03 GeV2=c4. In the simulation, this cut removes only 2 % of the pions from
D�� decays. Furthermore, the momentum of the selected particle had to be in the range
0.5 < p < 2.5 GeV=c. If more than one candidate was selected inside a jet, all possi-
ble combinations were considered in turn. Particles with the same charge as the lepton
but otherwise surviving the above selection were used to check the description of the
background in the simulation.

An inclusive reconstruction of D0 decays was then performed by considering all the
particles in the jet, apart from the lepton and the selected pion. A considerable fraction
of the particles are produced in the primary fragmentation process. These were removed
by exploiting the long lifetime and the large Lorentz boost of B0 mesons. The method
is a re�nement of the technique already applied by DELPHI in ref. [21] . The probability
that a track from a charged particle originated from the primary interaction vertex was
evaluated on the basis of its impact parameter and its error [20]. Charged particles with
either low probability or high rapidity relative to the jet direction were then selected.
Neutral particles with rapidity above 1.5 were also used. The D0 four-momentum was
then evaluated as the sum over all selected particles. In the simulation the average
mass of the reconstructed state is consistent with the D0 mass and the spread of the
mass distribution is about 700 MeV=c2 due to ine�ciencies and residual contaminations.
Events were further selected by requiring the D0 reconstructed mass to be between 0.5
GeV=c2 and 3 GeV=c2. Events for which the D0 energy exceeded 25 GeV were rejected.
The D�� was then built by adding the four-momentum of the tagging pion to that of the
D0. According to the simulation, this procedure reproduced the true D�� direction with
a precision of � 2:4�, to be compared with � 3:5� obtained when using instead the jet
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direction as an estimate. Events containing a D�� were �nally selected by looking at the
mass di�erence �M between the D�� and the reconstructed D0.

5.2 Event kinematics and q2 reconstruction

Due to the limited phase space available, a strong correlation holds between the
momentum of the D�� and that of the ��. The most precise unbiased estimator of
the D�� energy was then obtained by properly parameterising it as a function of the
momentum of the ��. This gave the D�� energy with � 14% relative precision.

The energy of the neutrino was estimated from the missing energy, as in the exclusive
D�� reconstruction. In the inclusive analysis the resolution on the neutrino energy was
found to be about 4 GeV.

The B0 decay vertex was not reconstructed. Its 
ight direction was estimated
by exploiting momentum conservation. The three-momenta of all particles in the event,
except the lepton and the tracks assigned to the D��, were added. The resulting direction
was then reversed and considered to be the B0 direction. The resolution obtained with
this algorithm was � 1:5� in both the azimuthal and the polar angles.

Simulated events were used to study the q2 resolution. The simulation shows a
linear dependence of the mean reconstructed q2 on the generated one. The resolution
however depends on the actual value of q2, improving at higher values, as seen in Fig. 5.
The simulation shows that the tails towards low values of the reconstructed q2 are mostly
due to events where the direction of the B0 was poorly determined. The resolution was
parameterised by a Breit-Wigner function if the di�erence between the reconstructed and
the generated value of q2 was smaller than a discriminant value, otherwise a Gaussian
function was used. The dependence of the widths and of the point of connection of the
two functions on the true q2 was determined from the simulation.

A set of tests was performed to check that the simulation described the data with
the accuracy needed. Excellent agreement was always found. Fig. 6 shows for in-
stance the reconstructed missing mass squared (M2

rec) of the system recoiling against
the D��`+ (representing the neutrino mass in the decay B0 ! D��`+� ) compared to the
simulation expectation, after subtracting the combinatorial background taken from the
simulation. Both the central width and the tails are well reproduced. The simulation
shows that events produced from background processes tend to accumulate at higher
M2

recvalues. In the case of D
�� production (see next section) this is due to the production

of additional pions not considered in the reconstruction of the state. To reduce this source
of background contamination, M2

recwas required to be below 2 GeV2=c4.
Fig. 7 shows the �M distributions for the selected events in which the lepton

and the �� have opposite or same charges. The hatched area shows the shape of the
combinatorial background in the simulation. The samples were normalised using events
in the side band region de�ned by 0.2 < �M < 0.4 GeV=c2. Fig. 7c) compares the
data (after subtracting the combinatorial background estimated from the simulation)
with simulated events containing a D��`+ �nal state. Only events satisfying the above
selection and also having �M < 0:17 GeV=c2 were considered as D�� candidates. After
subtracting the combinatorial background, 2420 � 69 (�36 � 44) candidate D��lepton
events were found in the opposite (same) charge sample. The quoted errors are statistical
only.

The overall e�ciency to reconstruct a genuine B0!D��`+� event was
(11:3 � 0:5) %, where the error contains the systematic uncertainties. Fig. 8 shows the
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dependence of the e�ciency on q2 and, superimposed, the linear parameterisation adopted
to describe the e�ect.

6 Evaluation of D�� fraction

An important source of background is due to the process B!D�`�X which includes

resonant B! D
(�)
J `� decays (followed by D

(�)
J ! D��) as well as non-resonant decays. All

these states are often referred to as D��. Their amount in the data sample was directly
measured by looking for a charged pion coming from the D�` vertex. Isospin conservation
was then used to estimate the value of

R =
Br(B! D��`+�X)

Br(B! D��`+�X) +Br(B0 ! D��`+�)
;

where X represents neutral or charged particles.
The measurement used the exclusively reconstructed D� sample. The analysis was

restricted to events from the decay channel D�� ! (K+��)�� to reduce the combinatorial
background. To take advantage of the new microvertex detector, only the 1994 data set
was used.

To increase the sample size, the cut on the lepton transverse momentum p`T was
loosened to 0.2 GeV=c. The mass di�erence M(D0�)�M(D0) was required to be within
2 MeV=c2 of the nominal mass di�erence and the mass of the reconstructed D0 was
required to be within 50 MeV=c2 of the nominal value. Furthermore, the selection criteria
were optimized to improve the secondary vertex resolution. The decay length was required
to be greater than 0.75 mm, the �2 probability of the D0 vertex �t had to be higher than
1%, and the �2 of the D�` vertex �t had to be less than 20. Tracks were considered
only if the error on their impact parameter to the primary vertex was below 0.5 mm.
Furthermore the error on the impact parameter computed to the D�` vertex had to be
less than 1.5 mm.

Particles other than those forming the D� and lying in the same hemisphere were
used provided their charges were the same as that of the lepton. The signi�cance S2 was
de�ned as the impact parameter, reconstructed in space with respect to the D�` vertex,
divided by its error.

The track with the lowest S2 was chosen as a candidate pion from the B !
D���+`+�(X) decay. In B0 ! D��`+� events, the selected pion candidate is a frag-
mentation particle originating from the primary vertex. To discriminate better between
these events and B! D���+`+�(X) events, the signi�cance S1 of the impact parameter
of the selected pion with respect to the primary vertex was also considered. S1 should
be larger for B ! D���+`+�(X) events and smaller for B0 ! D��`+� events while S2
should behave in the opposite way. The best separation between the two event classes
was obtained using the ratio S2=S1.

Fig. 9 shows the distribution of S2=S1 for the background subtracted data and for
the dedicated Monte Carlo simulation of B ! D���+`+�(X) and B0 ! D��`+� events.
The region near zero is populated mostly by D�� events while the rest of the distribution
is dominated by D� events.

The background was estimated to be 20% using events lying in the signal band of
the �M distribution but with the wrong D� lepton charge correlation. The shape of the
S2=S1 distribution for the background was studied using events lying in the sidebands
of the �M distribution with either a) the correct or b) the wrong charge correlation
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and c) events in the �M signal band but with wrong charge correlation. The normalized
background was subtracted and the di�erence in the results from the three samples de�ned
above used to determine the contribution to the systematic error.

To extract the numbers of D� and D�� events the experimental distribution was
divided into two parts at S2=S1 = 0:6. The expected fractions of D� and D�� events in
the two bins were evaluated with the simulation. It was found that 5% of the D� events
and 77% of the D�� events have S2=S1 < 0:6. The fraction R was computed:

R =
kND��

kND�� +
�D��
�D�

ND�
;

where �D��
�D�

is the e�ciency ratio between the D�� and D� events, determined in the

simulation to be 1.33 � 0.02, and k takes into account the decay B0 ! D���0`+�. This
factor was estimated assuming that B+ and B0 particles have equal semileptonic partial
widths and lifetimes [22] , that D�� states are produced with a �xed isospin (I=1/2) and
that isospin is conserved:

k =
Br(B+ ! D��`+��+) +Br(B0 ! D��`+��0)

Br(B+ ! D��`+��+)
= 1:5:

Including other possible �nal states with D��� and the channel B0
s ! D��l+� K0 with

K0 ! �+�� and making some assumptions about the decay rates and e�ciencies gives k
= 1.45. The di�erence between the two values was included in the systematic error.

Another source of systematic error was estimated by varying the S2=S1 cut from
0.2 to 1.0. The full systematic error is a sum in quadrature of all three contributions and
the �nal value of R obtained was:

R = 0:19� 0:10(stat)� 0:06(syst):

7 Other backgrounds

Other sources of background were estimated using the simulation.
The B0 ! D���+� decay (with the � decaying leptonically) and B! D��D (with the

D meson decaying semileptonically) also give D��`+ candidates. These were suppressed
by the lepton p`T requirement.

The decay B0 ! D��(n)� should also present some excess of right sign D���+

candidates when a pion is wrongly identi�ed as a lepton.
True D�� with a fake lepton `+ in the same jet can be present in cc events if a pion

is wrongly identi�ed as a lepton. This background was strongly reduced by the p`T and
decay length selections. It was considered to be negligible in the inclusive analysis, where
no D�� signal was observed in the mass distribution of wrongly charge correlated events
(see Fig. 7b), and it was directly subtracted in each q2 bin for the exclusive analysis.

The branching fractions and the errors assumed for the processes involved in the
analysis are listed in table 1. A relative error of �50% was assumed for the process
B0 ! D��(n)�, accounting for the uncertainties both on the production rate and on the
lepton faking probability. The content of the �tted D��`+ sample is detailed in table 2.
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input parameters Ref.
Rb 22.19 � 0.17 (%) [23]

Br(b ! �B0) 38.5 � 2.1 (%) [24]
�B0 1.57 � 0.05 ps [22]

Br(B0 ! D���+�) 2.34 � 0.39 (%) [26]
Br(B! D��Xc;Xc ! `+�Y ) 0.33 � 0.15 (%) [1]

Br(B0 ! D��(n)�) 6.1 � 3.1 (%) [1]
Br(D�+ ! D0�+ ) 68.1 � 1.6 (%) [1]
Br(D0 ! K��+) 4.01 � 0.14 (%) [1]

Br(D0 ! K��+���+) 8.10 � 0.50 (%) [1]

Table 1: Summary of the relevant inputs used in the analysis.

Exclusive Inclusive

B0 ! D��`+� signal 76.3 84.6
B ! D��`+�X 13.2 11.3
B0 ! D���+� 2.7 1.6

B! D��D 2.9 0.8
B0 ! D��(n)� 4.8 1.7

Total 100 100

Table 2: Composition (%) of the D��`+ data sample.

8 Determination of jVcbj and of branching fractions

The branching fraction Br(B0 ! D��`+�) was obtained from the number, ND�`, of
D�` candidates which were left after background subtraction :

Br(B0 ! D��`+�) =
ND�`

�D�`NB0

;

where �D�` is the reconstruction e�ciency including detector acceptance for this decay
channel and NB0 is the number of B0 hadrons produced. The number of B0 hadrons was
computed from the number, NZ, of Z hadronic decays, the Z partial width into b�b quarks
divided by the Z partial width into q�q (Rb =

�
b�b

�had
), and the probability of a b quark

fragmenting to a B0 :
NB0 = 2NZRbBr(b! �B0) : (1)

The factor 2 accounts for the fact that B0 mesons can be produced in either hemisphere.
The probability of a b quark fragmenting to a B0 was extracted as in ref. [24], by compar-
ing the average B meson mixing probability at LEP with that obtained for B0 mesons at
�(4S) and from time dependent oscillation measurements. Maximal mixing was assumed
for Bs mesons and the fraction of b quarks fragmenting to b-baryons was taken to be
(13 � 4)%.

The result for jVcbj was obtained by �tting the measured q2 distribution according
to the HQET prediction for the di�erential decay width, expressed in terms of the scalar
product y of the four-velocities of the B and D mesons:

y = vB � vD� =
m2

B +m2
D� � q2

2mBmD�
:
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Then

d�

dy
=

1

�B0

dBr(B0 ! D��`+�)

dy

=
G2

F

48�3�h
m3

D�(mB �mD�)
2 F2(y)jVcbj2

q
y2 � 1 (2)

�
"
4y(y + 1)

1 � 2yr + y2

(1� r)2
+ (y + 1)2

#
:

where r = mD�=mB. For the unknown form factor F (q2) a linear development was used :

F (q2) = F (q2max)

 
1 + a2

q2max � q2

2mBmD�

!
:

In both analyses the two parameters F (q2max)jVcbj and a2 were left free in the �t.

8.1 Exclusive analysis

The allowed kinematical range in q2 from 0 to 10.7 GeV2=c4 was divided into �ve
equal bins of 2.14 GeV2=c4, comparable to the q2 resolution of 2.0 GeV2=c4. The number
of signal events in each bin was determined by a �t to the distribution of the mass

di�erence �M = M(K��)�M(K�) for D
0 ! K+�� decays, as described in section 4.1.

For D
0 ! K+���+�� decays, the number of signal events was obtained from a �t to the

(K3�) mass distribution.
The backgrounds listed in table 2 were treated as follows. Due to the p`T selection,

the reconstruction e�ciency is lower for a B meson decaying into a D�� than for a direct
decay into a D� meson. For p`T>0.8 GeV/c, the reduction factor is 0:74 � 0:12 in the
simulation. The reconstructed q2 distribution of simulated B ! D

��
`+� events was

normalized to the result of section 6 and then subtracted. The q2 distribution of other
resonant background sources was estimated according to the simulation and normalized
as in table 2. The overall q2 distribution is presented in Fig. 10.

From the background subtracted sample, the following branching fraction is mea-
sured :

Br(B0 ! D��`+�) = (4:91 � 0:35)%;

where the error is statistical only.
A binned �2 �t was performed on the background subtracted q2 spectrum to the

function given in eq. 2 convoluted with the experimental resolution functions shown in
Figs. 2d) and 3d). The result is :

F (q2max)jVcbj = (34:2 � 3:4) � 10�3

a2 = 0:77 � 0:26;

where the errors are statistical only. The correlation coe�cient between the two �tted
parameters is 90.6 % and the �2 of the �t is 1.80 for 3 degrees of freedom.

8.2 Inclusive analysis

The results of section 6 were used to determine the composition of the sample.
Of the 2420 selected candidates after combinatorial background subtraction, 99 were
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attributed to background sources other than D�� production. The p`T > 1 GeV/c and the
M2

rec< 2 GeV2=c4 cuts reduce the e�ciency to tag a B decay to a D�� state by a factor
0:57 with respect to one to a D�� state. Taking all e�ciency corrections into account,
the following branching fraction is obtained:

Br(B0! D��`+�) = (5:65 � 0:17) %,

where the error is statistical only.
To determine jVcbj, events were grouped in bins of q2, each 1.5 GeV2/c4 wide.

The fraction of events from background sources in each bin was determined from the
simulation tuned as described above. A �2 �t was then performed comparing the number
of events observed in each bin to the number expected, which was obtained by adding
the predicted background to the convolution of the model function (see eq. 2) and the
experimental resolution function (see section 5.2), computed at the centre of the bin. The
result was:

F (q2max)jVcbj = (35:4 � 2:2) � 10�3

a2 = 0:84 � 0:18;

where the errors are statistical only. The �2 was 2.8 for 6 degrees of freedom. The
comparison between the �tted result and the experimental data is shown in Fig. 11.

9 Systematic uncertainties

The di�erent sources of systematic uncertainties considered are reported in table 3.
Several are common to the two analyses, namely the overall normalisation, the e�ciency
determination and the background subtraction.

The overall normalisation depends on the knowledge of Rb, on the probability that a
b quark fragments to a B0 meson, and on the B0 lifetime �B0 (see eq. 1 and 2). All these
quantities were varied inside the bounds allowed by present measurements (see table 1),
and the corresponding variations of the measured quantities were added to the systematic
error. The errors due to the uncertainties on the D�� and D0 decay branching fraction
were computed in the same way.

About 10 % of the tracks from low momentum charged particles are lost due to
cracks or interactions with the detector material before the TPC. The error on the track-
ing e�ciency was estimated from studies of the material [25] and of the TPC cracks. This
uncertainty a�ects the exclusive and inclusive analyses in a di�erent way. Conservatively
6% (3%) systematic error was assigned to the exclusive (inclusive) analysis.

Lepton identi�cation was studied on a sample of events with high lepton purity,
namely electrons from photon conversion and from radiative Bhabha events, and muons
from � decays and from 

 ! �+��. Compared to the prediction from the simulation,
relative ine�ciencies of 0:965�0:03, 0:945�0:017 and 1:005�0:02 were found for electrons,
loose muons and standard muons, respectively.

The reconstruction e�ciency depends on the B0 energy due to the vertex and mo-
mentum cuts. The systematic error due to the uncertainty on the average fraction,
< xE >, of the beam energy carried by B hadrons from Z decays was evaluated assuming
the < xE > value measured by DELPHI, < xE >=0:702 � 0:009 [27].

The e�ciency of the kinematical cuts was computed in the simulation. In principle
this introduces a model dependence. The e�ect has already been studied by the CLEO
collaboration, which adopted more severe cuts. They compared events simulated with
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�Br=Br (D�) % �jVcbj /jVcbj % � a2

incl. excl. incl. excl. incl. excl.
� (B0) - �0:7 �1:5 �1:6 - � 0.01
Rb �0:8 �0:8 �0:4 �0:4 - -

Br(b! B0) �5:5 �5:5 �2:7 �2:7 - -
Br(D��! D0��) �1:9 �1:9 �0:8 �0:8 - -

Br(D0! K(3)��(u)) - �4:8 - �2:4 - -
Tracking E�ciency �3:0 �6:0 �1:5 �3:0 - -
Lepton Identi�cation �2:0 �2:0 �1:0 �1:0 - -

< xE > �1:8 �1:2 �0:9 �0:6 - -
Model dependence �1:0 �1:0 �1:0 �1:0 - -

b-tagging(u) �3:7 - �1:9 - - -

D�� selection(u) �2:5 �4:4 �1:3 �2:2 - -

Combinatorial Background(u) +2:0
�5:4 - �1:1 - +0:06 -

D�� fraction �8:6 �9:8 �4:3 �4:9 - � 0.03
Other B decays & fake leptons �1:4 �2:4 �0:8 �1:9 - � 0.04
Fit systematic & resolution(u) - - �3:2 �1:5 +0:17

�0:16 � 0.09

Total +12:3
�13:3 �14:9 �7:2 �7:9 +0:18

�0:16 � 0.10

Table 3: Systematic uncertainties on Br(B0 ! D��`+�) , jVcbj and a2 for the inclusive
and exclusive analyses. Uncorrelated errors are 
agged by (u).

four di�erent decay models [9] and observed a spread of 1:2% for the values of the ef-
�ciency. In the present analysis the systematic error was computed by iteration. The
simulated spectrum was corrected to the experimental values and the dependence of the
e�ciency on q2 computed again. Then the analysis was repeated with the new e�ciency
correction. After the �rst iteration the values changed by � 1%. This was taken as the
systematic error and no further iteration was performed.

The following subsections discuss the systematic errors peculiar to the exclusive and
inclusive analyses respectively.

9.1 Exclusive analysis

In the exclusive analysis the following further sources of uncertainty were considered.
The uncertainty on the D� selection was computed by varying the cuts and summing

all the resulting variations in the branching ratio and in jVcbj . Table 4 summarizes the
following contributions:

� The e�ect of the B0 
ight distance cut was checked by removing it. The mea-

sured branching ratio changed by 0:7% and 0:3% for the D
0 ! K+�� and

D
0 ! K+���+�� channels, respectively.

� The requirement on the impact parameter of tracks with respect to the D0 vertex

in the D
0 ! K+���+�� channel was also varied from 100 to 400 �m and the

branching ratio recomputed in each case. A di�erence of �1:9% was found.
� To take into account the di�erent resolutions, the mass cuts applied in the simulation
were adjusted in order to provide the same relative e�ciency as in the data. The cuts
were varied inside the statistical error of the �tted width of the signal and errors of

�3:4% and �3:7% were found for the D
0 ! K+�� and D

0 ! K+���+�� channels.
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� The e�ect of the selection on the impact parameter of the pion from D�� decay was
checked: 5% more events were selected in the simulation than in the data. A 5%
correction was applied on the e�ciency and an error of �3% was estimated.

� The statistical error on the overall e�ciency due to the �nite size of the simulation
sample was �nally added.

The resulting systematic uncertainty on the D� selection was �4:4%.

Channel distance impact par. Mass �� M-C stat. Total

D
0 ! K+�� 0.7 - 3.4 3. 1.7 4.9

D
0 ! K+���+�� 0.3 1.9 3.7 3. 2.6 5.8

Total 0.4 0.9 2.5 3. 1.6 4.4

Table 4: Relative systematic uncertainties (%) on the e�ciencies for the two channels
considered in the exclusive analysis.

In addition, the e�ect of the B0 lifetime was studied by varying the distance cut
in the same way as the lifetime. A �0:7% error on the branching ratio was inferred and
was added to the B0 lifetime systematic computed previously (see �rst line of table 3).

The results of sections 6 and 7 were used to determine the uncertainty on the total
amount of physics background. The e�ect of the uncertainty on the D�� amount was
estimated by varying the measured value inside the error. The corresponding systematic
error was �9:8% on the branching ratio and �4:9% on jVcbj .

The e�ect of the uncertainty on the other sources of physics background was ob-
tained by varying in the simulation their branching fractions inside the measurement
errors (see sections 6 and 7). Furthermore the results were computed assuming a 
at q2

distribution for the physics background. The total variation was �2:4% on the branching
ratio and �1:9% on jVcbj .

For the jVcbj measurement only reconstructed events with q2 inside the physical
limits were used: (94:0 � 2:5)% of events were selected in the data, in good agreement
with the (93:1 � 0:3)% found in the simulation. No uncertainty was taken into account
for this selection.

The parameters of the resolution function used in the �t were varied by a factor 2.
The resulting �1:5% and �15% variations observed on jVcbj and a2 were considered as
systematic errors.

9.2 Inclusive analysis

The e�ciency of the b-tagging algorithm employed in the inclusive analysis was
measured using a high p`T lepton sample with a method similar to that described in
[23]. The fractions of b-tagged events were compared with the fraction of events with
a high p`T lepton in data and simulation. A correction factor of 0:938 � 0:035 to the
e�ciency predicted by the simulation was found. The error on this factor was translated
into a corresponding uncertainty on the b-tagging e�ciency (�3:7%) and hence on the
branching ratio.

The e�ciency of the D� reconstruction was checked by varying the cuts. Removing
the cuts on the D0 mass and energy changed the measured branching ratio by 0:2%.
The �M requirement was varied between 0.15 and 0.20: the resulting variation was 2%.
The D0 mass and energy in the simulation were shifted by 0.1 GeV/c2 and 0.5 GeV/c2
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respectively to match the data. The analysis was repeated without that tuning and the
variation was 1:5%. The M2

reccut was either removed or tightened (to M2
rec< 0.5 GeV2=c4):

the e�ect was negligible and no systematic error was considered. The D0 reconstruction
e�ciency in this analysis could in principle be di�erent for di�erent �nal states from the
D0 decay, as di�erent criteria to select charged and neutral particles were employed.
The e�ciency was therefore computed in the simulation as a function of the fraction of
charged particles selected. No dependence was observed and no systematic error was
assigned. The average fractions of charged particles were 0:584� 0:001 and 0:580� 0:003
in the simulation and in the data respectively. A total systematic error of �2:5% on
the e�ciency of the D� reconstruction was obtained by summing the three contributions
found.

The e�ect of the combinatorial background was evaluated in the data using side
bands and events with wrong charge correlation. The simulation was used to compute
the combinatorial background. The samples were normalised using events in the side band
region de�ned by 0.2< �M<0.4 GeV=c2. The statistical error on the normalisation factor
was �2% and was considered as a contribution to the systematic error. In addition a shift
of � 1 MeV/c2 was applied to the �M distribution of the simulated background events
to match the data in the wrong charge correlation. To account for a possible systematic
error due to the lack of knowledge of the shape of the combinatorial background, the
measurement was repeated with and without a corresponding shift of 1 MeV/c2 of the
simulated background distribution for the right charge correlated events. The di�erence
between the results was taken as a contribution to the systematic error and added to the
statistical uncertainty on the normalization factor. The result was considered as the total
systematic error due to the combinatorial background subtraction procedure.

The results of sections 6 and 7 were used to determine the uncertainty on the total
amount of physics background. The corresponding variations on the branching ratio and
on jVcbj were included in the systematic error.

Errors due to the parameterisation of the resolution function and to the details
of the �t procedure a�ect only the values of jVcbj and a2. They were estimated by
varying the bin size and the values of the parameters within the ranges allowed by the
simulation. The e�ect on jVcbj was �3:0%. To test that the resolution function was
correctly described by the simulation, the �t was performed either including or excluding
events which, due to the �nite resolution, lay at q2 < 0 GeV2=c4. About 30% of events
were removed in this way. The �t was then computed by removing events with q2 > 9
GeV2=c4. The total variation on jVcbj was �1:2%. By summing the two last sources of
uncertainty a total systematic error of �3:2% was obtained.

10 Combined result

The Br(B0! D��`+�) branching fractions measured in the exclusive and inclusive
analysis were respectively :

Br(B0! D��`+�) = (4:91 � 0:35(stat)� 0:73(syst))%
Br(B0! D��`+�) = (5:65� 0:17(stat)+0:70�0:75(syst))%:

From the �t to the measured q2 spectrum the following results were obtained for the
exclusive analysis :

F (q2max)jVcbj = (34:2� 3:4(stat)� 2:7(syst)) � 10�3
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a2 = 0:77� 0:26(stat)� 0:10(syst),

and for the inclusive analysis :

F (q2max)jVcbj = (35:4� 2:2(stat)� 2:5(syst)) � 10�3
a2 = 0:84 � 0:18(stat)+0:18�0:16(syst):

In combining the results from the two samples the correlation between systematic
errors was taken into account. The systematic e�ects due to the imprecise knowledge of
the D�`+ reconstruction e�ciency and of the q2 resolution were considered uncorrelated
since the experimental procedure to extract the signal was di�erent in the two analyses.
The other contributions were taken to be correlated. The statistical correlation between
the two samples was estimated to be 5%. Averaging the measurements gave the following
results:

Br(B0! D��`+�) = (5:47 � 0:16(stat)� 0:67(syst))%
F (q2max)jVcbj = (35:0� 1:9(stat)� 2:3(syst)) � 10�3

a2 = 0:81� 0:16 � 0:10

with a con�dence level of 0.46 and 0.82 on the �rst two averages. In both cases the
dominant systematic is the uncertainty in the D�� contribution.

Using the value F (q2max) = 0:91� 0:04 [7] gave the following value for jVcbj:

jVcbj = (38:5� 2:1(stat)� 2:5(syst)� 1:7(theory)) � 10�3:

11 Conclusion

A search for events containing in the same hemisphere an exclusively reconstructed
D�` pair and a secondary pion of charge opposite to the D� was performed using the data
sample collected by the DELPHI detector in 1994. The ratio :

Br(B! D��`+�X)

Br(B! D��`+�X) +Br(B0 ! D��`+�)
= 0:19 � 0:10(stat)� 0:06(syst)

was measured.
The q2 distributions of samples of exclusively and inclusively reconstructed D�` were

studied. From �ts to these distributions, the product of jVcbj times the normalization of
the form factor F (q2max) was extracted :

F (q2max)jVcbj = (35:0� 1:9(stat)� 2:3(syst)) � 10�3 :

Using the value F (q2max) = 0:91 � 0:04 [7] gave the following value for jVcbj:

jVcbj = (38:5� 2:1(stat)� 2:5(syst)� 1:7(theory)) � 10�3 :
The total branching fraction Br(B0 ! D��`+�) was determined to be

Br(B0 ! D��`+�) = (5:47 � 0:16(stat)� 0:67(syst))% :

These results are consistent with the most precise previous measurements [9,11]
and are of comparable precision. The use of both inclusive and exclusive methods of D�

reconstruction has resulted in the smallest statistical error on F (q2max)jVcbj and on the
branching ratio Br(B0 ! D��`+�).
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Figure 1: The D�� signals in the exclusive analysis: (a) �M = M(K+����)�M(K+��)
distribution and (b) K+�����+ invariant mass distribution for events where the kaon
candidate and the associated lepton in the same jet have the same charge (data points) or
opposite charge (hatched histograms). The same selections are applied for the same and
opposite charge events. A selection on K� mass within 70 MeV=c2 of the nominal D0 mass
is applied in (a). A selection on the mass di�erenceM(K+�����+��)�M(K+�����+)
was applied in (b) as explained in the text. The curves are the results of �ts described
in the text.
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Figure 2: Distributions of the di�erence between reconstructed variables and the true
value in the simulation of the exclusive analysis of 1991-1993 data for a) the neutrino
energy E� , b) the B meson azimuthal angle �B, c) the B polar angle �B calculated with
the energy-momentum constraint and d) the reconstructed q2. The curves are Gaussian
�ts in a) and Breit-Wigner ones in b-d).
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Figure 3: Same as in Fig. 2, but for the simulation of 1994 data.
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Figure 10: The q2 spectrum in the exclusive analysis(dots) compared to the results of the
�t(line). The white area shows the �tted contribution from signal events, the hatched
areas show the background composition. The �ts to the �M or M distributions allow
the number of signal events to be extracted in each q2 bin. Therefore the combinatorial
background is not displayed.
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Figure 11: The q2 spectrum in the inclusive analysis (dots) compared to the result of the
�t (line). All events outside the physical range have been grouped in a single bin. The
white area shows the �tted contribution from signal events, the hatched areas show the
background composition.


