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Search for CP Violation in the Decay
Z ! b b g

The ALEPH Collaboration

Abstract

About three million hadronic decays of the Z collected by ALEPH in the years 1991 to 1994 are

used to search for anomalous CP violation beyond the Standard Model in the decay Z ! b�bg.

The study is performed by analyzing angular correlations between the two quarks and the gluon

in three-jet events and by measuring the di�erential two-jet rate. No signal of CP violation is

found. For the combinations of anomalous CP violating couplings, ĥb = ĥAbgV b � ĥV bgAb and

h�b =
q
ĥ2V b + ĥ2Ab , limits of j ĥb j< 0:59 and h�b < 3:02 are given at 95% CL.

(Submitted to Physics Letters B)
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1 Introduction

The Standard Model predicts only negligible CP violating e�ects in decays of the Z into quarks

or leptons, as the CP violating contributions to these amplitudes are at most of the order of

10�7 [1] relative to the respective electroweak amplitudes. Therefore, a search for CP violation

at the Z resonance is a test for physics beyond the Standard Model. Simple extensions [2] of

the Standard Model with CP-odd and CP-even Higgs states, which could mix to build non-

CP eigenstates, are expected to contain CP violating terms. As couplings of Higgs particles

are functions of the masses of the interacting particles, decays with heavy quarks, especially

b quarks, deserve special interest.

In this analysis a search for CP violating anomalous couplings is performed, as proposed by

the authors of [1] and [3]. Related searches in the decay Z ! �+�� have been already carried

out, leading to an upper limit on the weak dipole form factor of the � lepton [4].

2 Theoretical Framework

In [3] CP-odd couplings are introduced in a model independent way using an e�ective Lagrangian.

The Standard Model Lagrangian density LSM (x) is extended to include all CP-odd local

operators that can be constructed with Standard Model �elds, up to the mass dimension d = 6:

L(x) = LSM(x) + aaLCP (x) : (1)

E�ects in Z ! b�b from CP violating dipole form factors would require the measurement of the

spin directions of the quarks. As for quarks no spin analyzers exist, the search for CP violation

is restricted to the analysis of the CP-odd operator at the vertex Z ! b�bg, which is given by:

aaLCP (x) = [hV b
�b(x)T a
�b(x) + hAb�b(x)T

a
�
5b(x)]Z
�(x)Ga

��(x) ; (2)

where b(x) denotes the b quark �eld, T a are the generators of SUc(3), and Z
�(x), Ga

��(x) are the

�elds of the Z boson and the gluon, respectively. The CP-odd couplings at the vertex (�g. 1)

are described by an axial vector part hAb and a vector part hV b. In [1] and [3] it is shown that

all CP-odd e�ects are proportional to the dimensionless coupling ĥb:

ĥb = ĥAbgV b � ĥV bgAb (3)

with

ĥAb=V b = hAb=V b

sin#W cos#Wm2
Z

egs
;

where gs is the strong coupling and gV b, gAb are the Standard Model vector and axial vector

couplings of the b quark to the Z.
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Figure 1: Anomalous couplings hAb, hV b at the vertex Z ! b�bg.

In a �rst study, CP-odd variables are analyzed, probing the coupling ĥb. To measure ĥb the

CP-odd tensor T 0ij [3] is used:

T 0ij = (k̂�q � k̂q)i

 
k̂�q � k̂q

j k̂�q � k̂q j

!
j

+ (i$ j) ; (4)

where k̂q, k̂�q denote the normalized momentumvectors of the quark and anti-quark, respectively,

and i, j are the cartesian coordinates. The tensor T 0ij is symmetric in i and j, traceless, and

invariant when exchanging k̂q and k̂�q. Therefore an identi�cation of the quark and anti-quark

jet is not necessary: only the gluon jet has to be tagged. If CP invariance holds, the mean values

of the tensor elements are zero, i. e., hT 0iji 6= 0 indicates CP violation. In the case of CP-odd

couplings hT 0iji is proportional to the tensor polarization sij of the Z boson (see eq. 3.20 in [1]).

At LEP sij is a diagonal tensor:

sij = diag(�
1

6
;�

1

6
;
1

3
) : (5)

Since hT 033i is the most sensitive observable (see eq. 5) and totally correlated to hT 011i and hT
0
22i

it is the only one used to determine ĥb. In [3] it is shown that CP-odd e�ects caused by the

coupling introduced in eq. 2 are proportional to ĥb:

hT 033i = ĥbY
0 : (6)

The sensitivity Y 0 is a constant derived by integration of the experimentally accessible phase

space. The e�ect of a CP violating coupling on T 033 is illustrated in �g. 2 a).
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Figure 2: Observables of both measurements, T 033 (only b quarks) and D2(Y3) = 1=n dn(Y3)=dY3
at the parton level, with and without CP-odd couplings.

In a subsequent analysis, additional contributions from anomalous couplings to the three-

jet rate in the process Z ! b�bg have been searched for. Such additional contributions are

proportional to the combination h�b
2, with

h�b =

q
ĥ2V b + ĥ2Ab ; (7)

and would manifest themselves in a higher value of the strong coupling constant for b quarks,

�bs(M
2
Z). Therefore, assuming 
avour independence of �s i.e. �

b
s=�

udsc
s = 1, and assigning any

deviation of this ratio to these new couplings, an upper limit on h�b can be given. In this respect

the analysis is complementary but correlated to that of [5], where the 
avour independence of

�s has been studied without the assumption of CP violating couplings.

The analysis of h�b is based on the di�erential two-jet rate D2 (see �g. 2 b), which is the

normalized distribution of the event shape variable Y3, D2(Y3) = 1=� d�(Y3)=dY3, with Y3 being

the ycut at which an event changes its classi�cation from three jets to two jets. The di�erential

two-jet rate has been computed using perturbation theory up to O(�2s ). Instead of analyzing

D2 directly, the ratio R
exp of the distribution of a b-enriched sample and the distribution of an

inclusive hadronic sample is measured. The experimental observable Rexp is de�ned as follows:

Rexp =
D

b tag
2 (Y3)

Dincl
2 (Y3)

: (8)

It has been shown [5], that some of the theoretical and experimental uncertainties cancel in

this ratio. The theoretical description Rth, which depends on h�b , is developed in section 5.

Additional couplings at the vertex Z ! b�bg could also contribute to the partial width �b�b,

thus possibly enhancing Rb beyond its Standard Model value. In [3] the possible impact of these

couplings on Rb is discussed. By attributing the observed deviation of R
exp
b = 0:2209� 0:0021

[6] from the Standard Model expectation Rb = 0:2155� 0:0005 [7] entirely to these anomalous

couplings, a value of h�b = 1:93� 0:75 can be calculated. It should be stressed, however, that

even if Rb agreed with the Standard Model value, CP violation of the kind described here is not

excluded, because possible interferences could cancel the e�ect on the width.
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3 Detector and Data Sample

The ALEPH detector is described in detail in [8] and its performance in [9]. Only a brief

description of the components used in this analysis is given here. A high resolution vertex

detector, consisting of two layers of double sided silicon microstrip detectors is the innermost

of the tracking devices. Each layer provides measurements in both the r� and rz views at

average radii of 6.3 and 10:8 cm, with a spatial resolution of 12 �m in r� and, depending on

the track polar angle, between 12 and 22 �m for the z coordinate. The inner and the outer

layers cover 85% and 69% of the solid angle. The vertex detector is surrounded by the Inner

Tracking Chamber (ITC) and the Time Projection Chamber (TPC). The ITC is a cylindrical

drift chamber which provides up to 8 points per track in the r� view at radii from 16 to

26 cm. The TPC reconstructs up to 21 space points per track at radii between 40 and 171

cm. The tracking detectors are immersed in an axial magnetic �eld of 1.5 Tesla, providing a

measurement of the momentum of charged particles with a resolution �pt=pt = 0:0006pt� 0:005

(pt in GeV=c). The electromagnetic calorimeter (ECAL), which surrounds the TPC and which

is completely contained within the superconducting coil of the magnet, is a lead proportional

tube calorimeter, segmented into 0:9� � 0:9� projective towers and read out in three separate

longitudinal stacks. The calorimeter is used to measure the electromagnetic energy with a

resolution of �(E)=E = 18%=
p
E[GeV]+0:009 and, together with the TPC, to identify electrons.

The hadron calorimeter (HCAL) is composed of the iron of the magnet return yoke interleaved

with 23 layers of streamer tubes and is surrounded by two double layers of streamer tubes to

enhance the identi�cation of muons.

Hadronic events are selected requiring at least 6 well measured tracks, their total energy

exceeding 15 GeV. A track is de�ned as well measured when the angle to the beam axis is

greater then 18:2�, there are at least four TPC points used for the �t of the track, and it passes

through a cylinder centered around the �tted interaction point with a radius of 2 cm and a

length of 10 cm. The total visible energy of neutral and charged particles must exceed 45 GeV.

The selection e�ciency is 91%, and the background is about 0.2 % stemming from Z ! �+��

and two-photon events. After these cuts about 2:7 � 106 hadronic events recorded in 1991 to

1994 remain for further analysis.

Jets are de�ned using the JADE [10] and Durham [11] metrics yJij = EiEj(1� cos �ij)=E
2
vis

and yDij = 2min(E2
i ; E

2
j )(1� cos �ij)=E

2
vis, where E

2
vis indicates the visible energy and i, j are the

indices of charged tracks and neutral objects reconstructed by the ALEPH tracking system and

the calorimeters. In the ĥb analysis the JADE algorithm with a �xed cut o� value of ycut = 0:03

is used. In the h�b analysis both jet schemes are employed to measure the di�erential two-jet

rate D2(Y3).

In both analyses, b events are selected exploiting the sizeable impact parameters due to

b decays. The b tagging algorithm, described in detail in reference [12], �rst reconstructs the

primary vertex of the event. Then the probability for each charged particle to originate from

the primary vertex is calculated using the track impact parameter. They are combined into

probabilities P associated to sets of tracks like jets (PJ ) or whole events (PE). In both analyses

b events are selected with a cut on the event probability PE , resulting in b purities of more than

85%. After the b tagging, the two analyses follow di�erent approaches and will be described

separately.

4 Analysis of Anomalous Couplings from Z ! b�bg Topologies

In the study of CP-odd contributions three-jet events are selected. These events are retained if

the jets consist of at least three particles, two of them being charged tracks, the visible energy

of the jets exceeds 5 GeV, the angle between jet and beam is larger than 26�, and the aplanarity

of the whole event is less than 0.05. These cuts are applied to ensure a good reconstruction of

the jets.
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The energy resolution of the jets is enhanced by exploiting the angular reconstruction of

charged and neutral particles. Assuming massless jets, the jet energies Ejet i are recalculated by

using the jet directions

EJet i = Ecm

sin�jk

sin�ij + sin�jk + sin�ki
; (9)

where �ij is the angle between jet i and j. Then the energies of the reconstructed jets are

ordered, Ejet 1 > Ejet 2 > Ejet 3. As mentioned in section 2, only the gluon jet has to be tagged.

Selecting the lowest energy jet as the gluon jet candidate represents a gluon tag referred to as

an \energy tag". In a further step, which is only possible in the b sample, energy ordering and

lifetime information are combined. The gluon jet candidate is selected using the probability PJ
of the individual jets: from the two lower energy jets, the jet with the higher PJ is chosen as

the gluon jet candidate. This tag will be called a \lifetime" tag. Besides having a higher purity,

the main advantage of the lifetime tag compared to the energy tag is the possibility to tag gluon

jets up to energies of 40 GeV. This is important, as the sensitivity Y 0 increases with the energy

of the gluon jet.

The purity of the sample, de�ned as the ratio of correctly tagged gluons in b�bg events over

all selected events, is estimated using simulated events generated with JETSET [13]. Jets are

de�ned at parton and hadron levels by clustering �nal state partons and hadrons with a ycut of

0.03. If the number of parton and hadron jets agrees, it is considered to be the true number

of jets, otherwise the event is ambiguous and discarded in the further analysis. In the case of

a so de�ned three-jet event, the jet containing neither the primary quark nor the anti-quark

is regarded as gluon jet. If three jets are found after the simulation of the detector response,

the reconstructed jets are matched to their mother partons by forming pairs with least angular

separation. Events are classi�ed as correctly matched if the largest separation angle is less than

26�. The jets at hadron level are matched in the same way. If one of these criteria fails, these

events are ambiguous and rejected. Events with n jets at the parton and hadron levels and

three reconstructed jets are classi�ed as n-jet background. The described matching procedure

is chosen in order to get clearly de�ned three-jet events, but it is still arbitrary to a certain

extent. To estimate the systematic error on the purity, a di�erent matching procedure is chosen,

ignoring the hadron level and omitting the cut on the separation angle. In this second procedure

no event is classi�ed as ambiguous, i. e., all simulated events are used to estimate the purity. The

di�erence in the purities obtained by these two de�nitions is used as the systematic uncertainty

due to the matching procedure (see table 1).

With the lifetime tag a purity of about 74% is achieved. The complete composition of

the selected sample is shown in table 1. The e�ciency, de�ned as selected b�bg events with

successfully tagged gluon compared to the total rate of Z ! b�bg events, is about 19%. This

number is obtained by de�ning true b�bg events as above, i. e. with a ycut of 0.03 at parton and

hadron levels.

composition uds quarks c quarks b quarks

two-jet background 0:1�0:1� 0:1 0:5�0:1� 0:1 8:5�0:2� 0:5

four-jet background 0:1�0:2� 0:1 0:3�0:1� 0:1 3:2�0:2� 0:2

three-jet, mistagged gluon 0:7�0:1� 0:1 0:8�0:2� 0:2 8:0�0:2� 0:2

three-jet, tagged gluon 0:2�0:1� 0:1 4:0�0:2� 0:1 73:6�0:4� 0:9

Table 1: Composition of the selected sample for the lifetime tag. All numbers are given in

percent, the �rst error is the statistical one, the second error is the systematic uncertainty due

to the di�erent matching procedures.

The measurement is performed on the data collected until 1994. After applying the data

selection, a sample of 85342 b�bg candidates remains for the T 0ij measurement. The mean values
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hT 0iji are shown in table 2. No indication of CP violation nor fake e�ects are observed.

data sample hT 0iji [�10
�3]

�3:4�3:6 �1:2�3:1 �0:7�3:1

b quarks, lifetime tag 3:9�3:6 �1:3�2:9

�0:5�3:7

�2:9�3:6 �2:1�3:1 �3:1�3:1

b quarks, energy tag 4:3�3:6 �5:0�2:9

�1:4�3:7

0:7�2:1 �2:7�1:7 �0:7�1:9

light quarks, energy tag 0:2�2:6 �1:3�1:6

�0:9�3:1

Table 2: Result of hT 0iji of di�erent data samples and tagging methods. Only statistical errors

are given here.

The measurement is also performed on a sample enriched with light quarks to ensure that no

e�ect due to the selection mechanism is present and to check the assumption that no CP violating

e�ect exists in events with light quarks. Light 
avours are selected with the cut PE > 0:5. The

gluon jet in these events is tagged with the energy tag. In table 2 the b-enriched and the light

quark samples are compared, using the same tagging method in both samples. The comparison

between b quarks and light quarks shows no signi�cant discrepancy between the two completely

independent samples. Hence it is concluded that no signi�cant fake CP violating e�ect due to

the selection is present.

4.1 Systematic Errors of the Measurement

The systematic uncertainties are estimated by studying the in
uence of the data selection and

possible detector asymmetries. The systematic uncertainties are listed in table 3.

To estimate the e�ect of the selection cuts, all the cuts are varied in a wide range. The cuts

of the event selection have only a very small in
uence on the selected sample compared to the

cuts to select well-de�ned three-jet con�gurations (ycut, aplanarity, jet energies, multiplicities

and angles). Therefore, the systematic error is estimated using these cuts only, by adding the

uncertainties of the individual cuts in quadrature.

The CP invariance of the b tag is checked by dividing the three-jet sample into disjoint

subsamples with di�erent PE values. Using these subsamples, a sample of hT 033i values is

measured to test the bias of the PE cut. The hT 033i values are found to be well compatible with

statistical 
uctuations. The uncertainty is estimated from a Gaussian �t to the distribution.

The background, summarized in table 1, is checked with Monte Carlo and found to be

CP-even. The observed uncertainty is negligible and not taken into account.

The in
uence of the detector on the measurement is checked in di�erent ways. The observable

hT 033i is measured in control samples consisting of all three-jet events (no cut on PE) and all two-

jets events, in both cases without signi�cant e�ect. Detector asymmetries faking CP violation,

like rotations of one detector side with respect to the other are simulated. Such asymmetries, as

observed, e. g., in �+�� events [4], are found to be too small to cause any signi�cant e�ect on the

jet directions. The CP symmetry of the detector is estimated by measuring hT 033i on a sample of

track pairs in hadronic events. This sample is selected by dividing every accepted hadronic event

into two hemispheres perpendicular to the thrust axis. The track pairs are formed by choosing

one track from each hemisphere. The resulting asymmetry is compatible with zero within one

standard deviation, and the mean of this measurement is taken as the systematic uncertainty.
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The quality of the reconstruction of the jet direction is estimated by measuring the di�erence

of the hT 033i at the parton level and after the full detector simulation. The error is derived from

the width of the di�erence distribution.

source of systematic error �T 033 [�10
�3]

ycut �1:8

aplanarity cut �1:4

cos � cut �0:6

charged multiplicity �0:6

total multiplicity cut �1:0

energy cut �1:2

b tag �1:1

detector symmetry �0:8

jet resolution �0:7

total systematic error �3:3

Table 3: Systematic errors of the hT 033i measurement.

4.2 Determination of ĥb

To extract the coupling ĥb from the measurement of hT 033i the e�ective sensitivity Y
0 has to be

calculated. This has been done by means of a Monte Carlo generator [14], which includes the

CP violating couplings characterized by eq. 2. Each measured three jet con�guration is weighted

for di�erent values of ĥb taking the energy dependence of the tagging purity and the background

into account. With this procedure a reweighted hT 033i is calculated for each value of ĥb. The

sensitivity of the data selection is given by the ĥb dependence of the reweighted hT 033ivalues.

The calculated sensitivity Y 0 = �0:0167� 0:0002stat is constant, showing no dependence on ĥb.

The systematic errors on the sensitivity stem from the errors on the tagging purity and

from the in
uence of the b quark mass. The former have been estimated by varying the purity

within its uncertainties and recalculating Y 0. In this way the statistical errors due to the gluon

tagging purity, the systematic error on the the purity de�nition (see table 1) and systematic

uncertainties in the b purity are considered. The largest error is caused by the dependence of

the sensitivity on the b quark mass [15]. The systematic errors are summarized in table 4.

source of systematic error �Y 0

statistical error on the gluon purity �0:0004

systematic error on the b purity �0:0007

systematic error on the gluon purity �0:0002

b mass e�ects �0:0013

total systematic error �0:0015

Table 4: Systematic errors on the sensitivity Y 0.

The sensitivity of the data selection is given by

Y 0 = �0:0167� 0:0002stat� 0:0015syst :
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4.3 Results of the ĥb Analysis

Taking the systematic errors into account the measurement of the CP-odd observable in a sample

of Z ! b�bg events yields:

hT 033i = (�0:5� 3:7stat � 3:3syst)� 10�3 :

The measurement is consistent with hT 033i = 0, hence no evidence for CP violation in Z ! b�bg

has been found. The size of the CP-odd coupling ĥb is extracted using eq. 6:

ĥb = 0:03� 0:22stat� 0:20syst :

From this measurement a limit on the coupling of j ĥb j< 0:59 (95% CL) is derived.

5 Measurement of Anomalous Couplings from the Di�erential

Two-Jet Rate

Of all the event shape variables studied in [5], only for Y3 theoretical calculations including

anomalous couplings are available [15]. Therefore, the second analysis concentrates on possible

additional contributions to the di�erential two-jet rate D2(Y3) due to the anomalous coupling

h�b . The theoretical prediction for D2(Y3) is given by

D2(Y3) =
�s(�

2)

2�
A(Y3) +

 
�s(�

2)

2�

!2 "
A(Y3)2�b0 ln

 
�2

M2
Z

!
+B(Y3)

#
(10)

b0 =
33� 2nf

12�

where � is the renormalization scale, and the coe�cients A and B have been computed to

second order of perturbative QCD [16]. Here h�b � h�udsc is assumed. Hence the prediction for

udscquarks in eq. 10 is entirely �xed by the Standard Model and does not depend on h�. In

contrast, D2 for b quarks receives contributions from new physics and the prediction is modi�ed

by an additional term proportional to h�b
2:

Db
2(Y3) =

�s(�
2)

2�

 
A0(Y3) + h�b

2C0(Y3)

!

+

 
�s(�

2)

2�

!2 "
A0(Y3)2�b0 ln

 
�2

M2
Z

!
+ B0(Y3)

#
: (11)

Note that the coe�cients A0 and B0 are di�erent from those in eq. 10, because the total cross

section needed for normalization is changed if anomalous couplings are present. Contributions

from dipole form factors are expected to be suppressed [1, 3] and have been assumed to be zero

in the normalization. The coe�cient C0 has been calculated to leading order [15].

Based on eq. 10 and eq. 11, a theoretical description Rth of the observable can be derived:

Rth =
PbD

b;b tag
2 (Y3) + (1� Pb)D

udsc;b tag
2 (Y3)

RbD
b incl
2 (Y3) + (1� Rb)D

udsc incl
2 (Y3)

; (12)

where Pb is the purity of the lifetime-enriched b sample, Rb is the fraction of Z's decaying into

b quarks and D
q tag
2 stands for the distribution of a 
avour q in a sample of type tag. These

distributions are constructed from the parton level predictions and have to be corrected for the

following e�ects: mass corrections for b quarks, initial and �nal state radiation, hadronization

e�ects, the detector acceptance, the in
uence of the detector resolution, and the tagging bias.

After applying these corrections to Rth, a value of h�b is extracted from a binned least-square �t

to the data (see �g. 3).
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Figure 3: Fit of the theoretical description Rth to the experimental observable Rexp. Figure a)

shows the result for the JADE algorithm (h�b = 0:80� 0:33 ; �2 = 10:6 ; d:o:f:= 18 ), and �gure

b) depicts the result with the Durham algorithm (h�b = 1:19� 0:25 ; �2 = 8:0 ; d:o:f:= 17 ). The

hadronization corrections are made with the matrix element model (ME). Included are also the

expectations for h�b = 0.

5.1 Determination of h�
b
and Systematic Errors

The �t functionRth depends explicitly on h�b , �s and �. The value of the strong coupling constant

is set in the �t function to �s(M
2
Z) = 0:118 and is varied by �0:007. The renormalization scale

is set to 15GeV. This symmetrizes the error from the scale uncertainty, which is varied from

� = mb to � = MZ .

The �t range ( Y3 = 0:10{0:28 for the JADE algorithm and Y3 = 0:05{0:23 for the Durham

algorithm) is chosen to optimize the sensitivity and to guarantee a good perturbative description,

i. e., at large Y3 where the hadronization and mass corrections are small. Since this choice is

not unique, the �t is repeated with a range modi�ed by two bins (�Y3 = 0:02).

Jets are reconstructed using charged tracks and neutral calorimeter objects. The uncertainty

of the reconstruction procedure is estimated by repeating the analysis with charged tracks only.

The b sample is enriched by means of a lifetime tag, which leads to a distortion of the

di�erential two-jet rate of less than 10%. Therefore, a correction is elaborated using full detector

simulation. The stability of these corrections is checked by varying the lifetime cuts in the data

resulting in a change of the purity of the sample of 10%. The same cuts are applied to the

simulated data and the corrections for the tagging bias recalculated.

The b quark fragmentation is described by the fragmentation function of Peterson et al. [17].

The main parameter of this function is �b, measured to be �b = (3:2� 1:7)� 10�3 [18]. Monte

Carlo simulations with a corresponding range of values are done to study the e�ect on h�b .

An important source of uncertainty is related tomass corrections. These have been calculated

in [19] at tree level. These calculations are only complete to O(�s ) and are applied to the

coe�cient A0 in eq. 11. The uncertainty on the b quark mass is set to 0.5 GeV=c2 and the

corresponding correction recalculated.

In order to account for missing higher orders, the available O(�2s ) four-jet computation is

used for correction as well and the di�erence to the O(�s ) result taken as systematic error.

Finally, the parameters Rb and Pb are varied in the �t function within their errors and

an error on the normalization is derived. Typical systematic uncertainties for the two cluster

algorithms, JADE and Durham, are summarized in table 5 (the exact value of the errors is

weakly dependent on the hadronization models).
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source JADE DURHAM

�s �0:02 �0:01

� �0:22 �0:27

mb �0:06 �0:07

mass corr. �0:25 �0:22

�b �0:12 �0:11

�t range �0:02 �0:04

det. res. �0:12 �0:03

tag. bias �0:06 �0:07

Rb �0:02 �0:02

Pb �0:05 �0:04

norm. �0:03 �0:02

systematic �0:38 �0:37

uncertainty

Table 5: Typical systematic uncertainties on h�b for the two jet algorithms JADE and Durham.

5.2 Hadronization Model Uncertainty and Results of the h�
b
Analysis

The main theoretical uncertainty is caused by the hadronization of partons to physical hadrons.

To estimate the uncertainty due to the hadronization model, the results achieved with four

di�erent generators are compared: the matrix element with string fragmentation (ME), the

parton shower (Q0 = 1 GeV, Q0 being the cut-o� of the parton shower) as implemented in

JETSET [13] with string fragmentation (PS), the model of cluster fragmentation in HERWIG

[20] (HW) and the dipole cascade model implemented in ARIADNE [21] (AR).

The results of the �t to the data are given in table 6 for each hadronization model separately.

The linear correlation coe�cient between the JADE and the Durham analysis is estimated to

68%. Using this correlation, a combined result for each hadronization model can be derived

which minimizes the total statistical error.

Model JADE Durham combined

ME 0:80� 0:33� 0:45 1:19� 0:25� 0:42 1:05� 0:26� 0:40

AR 0:75� 0:30� 0:45 0:85� 0:37� 0:41 0:79� 0:30� 0:40

PS 1:80� 0:16� 0:38 1:67� 0:19� 0:37 1:75� 0:16� 0:35

HW 1:81� 0:16� 0:39 1:77� 0:19� 0:39 1:79� 0:16� 0:36

Table 6: Results on h�b from the least-square �t for four di�erent hadronization models. The

�rst error is the statistical one, the second the total systematic uncertainty.

After averaging the combined results of the di�erent hadronization models the following

result ist obtained:

h�b = 1:34� 0:22stat� 0:38syst� 0:50hadr :

where the �rst error is the statistical one, the second error contains all systematic uncertainties

but the hadronization model and the last one re
ects the systematic uncertainty due to the

hadronization model itself. The upper limit is derived by adding linearly the systematic and

statistical errors:

h�b < 3:02 (95% CL) :
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6 Conclusions

A search for CP violation beyond the standard model in the decay Z ! b�bg has been performed.

Two combinations of CP-odd couplings, namely h�b and ĥb have been analyzed. No evidence for

CP-odd couplings is found in both analyses. The derived limit on h�b is consistent with the value

calculated from the Rb measurement.

Using eq. 3 and eq. 7, the two measurements presented in this paper can be used to constrain

the couplings hAb, hV b. In �g. 4 the 95% CL limits of both measurements on hAb and hV b are

shown, being well consistent with each other.
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Figure 4: Combined results. The shaded areas depict the constraints of the measurements on

the couplings ĥAb and ĥV b.
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