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Abstract

The branching fraction of Z ! bb relative to all hadronic decays of the Z has been
measured using event shape variables to preferentially select Z ! bb events. The
method chosen applies a combination of shape discriminators and the selection of
high transverse momentum leptons to event hemispheres. From a sample of 440,000

hadronic Z decays collected with the ALEPH detector at LEP, the ratio �b�b=�had =
0:228 � 0:005(stat:)� 0:005(syst:) is measured.
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1 Introduction

Within the Standard Model of electroweak interactions, radiative corrections intro-

duce dependence on the unknown top quark mass, mt, into calculations of the total

and partial widths of the Z boson. Corrections to the Z self energy contribute to

all the partial widths through the �� parameter [1]. An additional correction mod-

i�es the Z ! b�b vertex [2], so that a measurement of �b�b normalized to the total

hadronic width �had provides a constraint on mt with di�erent model-dependence to

that obtained from ��, and insensitive to QCD corrections. The prediction for the

partial width ratio �b�b=�had varies by over 3% when mt varies from 80 to 260 GeV/c2,

requiring a measurement at the level of 1% precision to set meaningful constraints on

the top quark mass.

Most existing experimental results on �b�b=�had are based on the identi�cation of

the b by means of inclusive leptons [3], [4], [5]. The statistical accuracy of these

methods is at present about 3.5% and is limited by the number of dilepton events.

The systematic errors arise from uncertainties in semileptonic decay properties of B-

hadrons: branching ratios, heavy quark fragmentation, and the shape of the lepton
momentum spectrum.

An alternative approach can use all hadronic Z decays provided that the bb events

can be discriminated from the light quark events (u�u; d �d; s�s; c�c) by exploiting di�er-
ences in their topologies. Because of their large mass, b quarks lose less energy than
lighter quarks due to gluon bremsstrahlung in the fragmentation and hadronization
process. At LEP energies, B-hadrons produced in bb events carry on average 70% of
the beam energy, while D-hadrons from cc events carry only 50%. The decay products

of the massive B-hadrons are characterized, for example, by a higher sphericity [6].
This paper describes analyses which extract �b�b=�had from the data by enriching the
sample in bb events using estimators made up of combinations of topological variables.
An analysis is presented, the `global event method', which uses a Neural Network to
combine several full event shape variables and takes the e�ciency of the discrimi-

nator for bb and light quarks from Monte Carlo simulation. It is shown that this

method is limited by the systematic errors on these e�ciencies and a second method
is introduced, the `hemisphere method '. Here the event is split into two hemispheres
and both an event shape discriminator and a high p? lepton tag are applied to each

hemisphere to recognise bb events. By comparing the rates of events singly or doubly

tagged, the e�ciencies of the tags can be obtained directly from the data. The Monte
Carlo is then only needed for small corrections arising from the correlations between

the tags, and the overall systematic error is reduced. This method has been applied
using two di�erent event shape discriminators, one based on a likelihood built with

two variables and the other formed using several variables in a Neural Network. The

results of each analysis are compared and combined.
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2 The ALEPH detector and event selection

The ALEPH detector has been described in detail elsewhere [7]. Here only a brief

description of the parts of the apparatus relevant for this analysis are given. Charged

tracks are measured over the range j cos �j < 0:966, where � is the polar angle, by an

inner cylindrical drift chamber (ITC) and by a large cylindrical time projection cham-

ber (TPC). These are immersed in a magnetic �eld of 1.5 T and together measure the

momenta of charged particles with a resolution, determined from dimuon events, of

�p=p = p � 0:0008(GeV=c)�1 . The TPC also provides up to 330 measurements of the

speci�c ionization (dE=dx) of each charged track. For electrons in hadronic events,

the dE=dx resolution obtained is 4.6% for 330 ionization samples. The electromag-

netic calorimeter (ECAL) is used, together with the TPC, to identify electrons. The

ECAL is a lead-proportional-tube calorimeter with cathode-pad readout which has a

resolution for electromagnetic showers of �E=E = 0:18=
p
E+0:01, with E in GeV. It

covers the angular region j cos �j < 0:98 and is �nely segmented into projective towers,

each subtending an angle of less than 1� by 1�, which are read out in three stacks cor-

responding to thicknesses of 4, 9 and 9 radiation lengths. Muons are identi�ed by the
hadron calorimeter (HCAL), which is composed of the iron of the magnet return yoke
interleaved with 23 layers of streamer tubes, and the muon chambers, which consist
of an additional 2 double layers of streamer tubes surrounding the calorimeter. The

tubes of the HCAL have a pitch of 1 cm and measure, in two dimensions, tracks from
penetrating particles within the angular range j cos �j < 0:985. The muon chambers
cover the same angular range as the HCAL and provide two three-dimensional co-
ordinates for charged tracks which penetrate the 7.5 interaction lengths of material
between the chambers and the interaction point.

The selection of hadronic events is based on charged tracks. A `good' charged
track is de�ned as one that passes through a cylinder of 2 cm radius and 20 cm

length around the interaction point, has at least four TPC coordinates, a polar angle
between 18� and 162�, and a transverse momentum relative to the beam axis greater
than 0.25 GeV/c. Each event is required to have at least 5 `good' charged tracks and
the sum of the energies of these tracks must be greater than 10% of the center-of-

mass energy. From the data taken in 1990 and 1991 a total of 437,600 events pass

the selection.

Further event selections are applied for each of the analyses. First an event axis is

de�ned for each event using all `good' charged and neutral energy ow objects de�ned
as in reference [8]. In the analyses using Neural Networks this axis is taken as the

thrust axis and is required to lie between 30� and 150� of the beam axis. For the two
variable analysis the axis is taken from the inertial matrix de�ned in section 3.2 and

is required to lie between 32� and 148� of the beam axis. The jets of an event are

reconstructed with the scaled-invariant-mass clustering algorithm [9].

For the Neural Network analyses, a further cut is imposed, requiring that the most

energetic jet of the event must have at least four charged tracks or neutral energy

2



ow objects associated to it. After these extra cuts the selection e�ciencies for the

Neural Network and two variable analyses are about 80%, and the backgrounds from

� �� and two-photon events are < 0.3% altogether.

The Monte Carlo simulations described in this paper use the standard ALEPH

event generator HVFL which is based on DYMU and JETSET 7.3 [10].

3 Event shape discriminators

3.1 Neural Network Tag

Two Neural Networks with di�erent input variables are used for the global event

shape analysis and for the hemisphere analysis. In the appendix de�nitions are given

for the variables used as input to the two networks. These are a subsample of a larger

set of variables which are discussed in detail in [11]. The quantities used were selected

by applying appropriate F -Tests [12] , taking into account the correlation between
the variables. For the hemisphere analysis, the observables fed to the network are
computed for each hemisphere and have been chosen with the intention of reducing
the correlations between the two halves of the event.

In the two analyses, 9 variables are used as inputs of a feed-forward four layer
Neural Network, the structure of which is the following: one input layer with 9

neurons, two hidden layers with 9 and 6 neurons respectively, and one �nal layer with
1 neuron giving the output of the network. The number of hidden layers and the
number of neurons per layer have been chosen to optimize the separation between b
and non-b events. Each neuron of a given layer is connected to all the neurons of the
following layer. To each connection is associated a weight W which is determined

during the learning phase. More technical details can be found in [11].

For the training of the two networks, 9000 bb, 9000 cc and 9000 u�u; d �d; s�s sim-

ulated events were used. One event of each class is presented to the network. The

obtained output is then compared to the desired value (1 for bb events and 0 other-
wise) and the recalculation of the weights W is made accordingly, after one exposure
of an event of each class, by using a gradient descent method with backpropagation

of the errors [11].

Checks have been made that the relative fractions of b and udsc quarks in the

learning set and the order in which each class of events is presented do not bias
the result of the training. The e�ciency of the algorithm has been estimated with

a sample of about 200,000 simulated hadronic Z decays, di�erent from those of the
learning sample. For each q�q event the discriminator output obtained with the Neural

Network has been computed. Cuts on this discriminator output provide enriched

samples in bb events. For instance, a b-purity of 52% for the event tag and of 36% for

the hemisphere tag can be obtained for a b-e�ciency of 75%.
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3.2 Two variable tag

For the two variable double tag method two additional hemisphere shape variables

have been de�ned. The variables are computed taking all selected neutral and charged

tracks as the particles of the event. The event axis for this analysis is obtained from

an inertial matrix de�ned by:

�ij =
nX

m=1

�pimpjm
j~pmj ;

and

�kk =
nX

m=1

(pim)
2 + (pjm)

2

j~pmj ; k 6= i; j;

where pim is the ith component of the momentumvector of themth particle, and i; j; k

run over the three Cartesian coordinates. The �rst eigenvector of this matrix �lled

with all particles in the event is taken as the event axis for this analysis (omitting

the j~pmj in the denominator of the entries would give the sphericity axis). Each
event is divided into hemispheres using the plane perpendicular to the event axis,
and a hemisphere axis is calculated in the same way as the event axis, but using only
tracks in the same hemisphere. Then, aiming to reduce the correlations between the
hemispheres, only particles with momenta making an angle of less than 45� with the

hemisphere axis are used to calculate the variables.

The two shape variables were computed separately for each hemisphere using

the momenta of the particles boosted into the rest frame de�ned by the sum of the
momenta of all selected particles in that hemisphere. Although b jets have on average
a similar mass to light quark jets, the total momentum in the center of mass frame of
the jet is on average more uniformly distributed among the constituents. Therefore
one of the quantities used is the `moment of inertia', de�ned as the �rst eigenvalue of

the inertial matrix for each hemisphere, normalized to the sum of all three eigenvalues.

This is related to boosted sphericity but is obtained with variable boost, and is
weighted linearly rather than quadratically in momentum. The distribution of this
quantity is shown in �gure 1a for simulated b, c and light quarks events. The second

variable used is the `lateral mass', which is intended to distinguish between products

of gluon bremsstrahlung and decay products in the �nal state from their direction

relative to the boost of the jet. It is de�ned as the sum of the boosted momenta of
those particles in the hemisphere that make an angle with the hemisphere axis such
that jcos�j < :75. The distributions of lateral mass for di�erent species in Monte Carlo

data are shown in �gure 1b. To combine the two variables into a single estimator the

likelihood that a hemisphere with a given lateral mass and moment of inertia was due

to a Z ! bb event was determined using the Monte Carlo simulation. For the cut of
0.28 on this likelihood chosen for the hemisphere analysis described later, the b tag

e�ciency is 73% with a b purity of 36%.
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4 The High p? Lepton Tag

The hemisphere method uses a high p? lepton tag to measure the e�ciency of the

event shape discriminators. Leptons are identi�ed using standard ALEPH algo-

rithms [13]. Muons and electrons are both required to have momenta greater than 3

GeV/c. The same methods as described in reference [13] are used to reject photon

conversions and Dalitz pairs. The lepton is assigned to one of the two hemispheres of

the event using the appropriate event axis de�ned above. A lepton is only used if it is

assigned to a jet with at least two additional particles, and the lepton transverse mo-

mentum is calculated relative to the jet's momentum after �rst subtracting the lepton

momentum from that of the jet. Any hemisphere containing at least one lepton with

transverse momentum greater than 1.25 GeV/c is used in the lepton sample.

For the hemisphere double tag method, knowledge is needed of the hemisphere

b-purity in the lepton sample, fLb = Nb=(Nb +Nc +Nuds), where Nb, Nc and Nuds

are the number of hemispheres containing a high p? lepton candidate from b�b, c�c

and light quark events. The contributions from bb and cc events are experimentally

determined on the basis of a global �t to the p and p? spectra of single and dilepton
events [4], extracting �b�b=�had, �c�c=�had, BR(b ! l), BR(b ! c ! l) and the b and
c-fragmentation parameters. Once the parameters are known on the basis of the full
p? analysis, the contributions of the various lepton sources can then be computed in
any restricted p? region.

The dominant systematic uncertainties in fLb come from the modelling of b and c
semileptonic decays. For primary b decays two models, ACCMM [14] and ISGW [15]
are used which �t the available lepton spectra for B's from�(4S) decay. They di�er in

the relative hardness of the spectra and the systematic uncertainty is taken as half the
purity di�erence obtained with the two models. For the shape of the c! l spectrum,
half of the di�erence between the DELCO results at the  00 and the predictions of
JETSET are taken. Modelling of the b! c! l spectrum is more complex as fewer
data are available. Conservatively the total di�erence between the JETSET values

and JETSET suitably modi�ed with the c ! l corrections is used for the error.
This leads to a contribution to the systematic error of 0.47%; lepton identi�cation

e�ciencies and backgrounds (evaluated from the data) bring the total systematic

error to 0.55%. The statistical error on fLb is that of the �t, taking into account the
correlations between the di�erent parameters. For the chosen cut, p? > 1:25 GeV/c,

the purity of the lepton sample is:

fLb = 0:8829 � 0:0050(stat:)� 0:0055(syst:): (1)

The analysis used to obtain this purity also gives a measurement of �b�b=�had

and will soon be published in detail [3]. The correlation between the value �b�b=�had

obtained from this �t and fLb is taken into account and contributes �0:21% to the
statistical error on fLb .
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5 Measurement of �b�b/�had

5.1 The global event method

A conventional method to measure the b fraction in hadronic events is based on global

event shape analysis [16]. This is statistically powerful but the systematic uncertainty

is large due to a strong dependence on fragmentation. A similar analysis has been

performed using Neural Network techniques and is described in the following.

The shape of the discriminator output for b and light quark events are parametrized

by using a large sample of simulated events. These functions Fb and Fudsc are nor-

malized and the Neural Network output corresponding to the data, Fdata, is �tted

according to the formula:

Fdata = NbFb + (Nhad: �Nb)Fudsc (2)

where Nhad: is the number of hadronic events and Nb is the free parameter of the �t.

Fig. 2 shows the shape of the discriminator output of Neural Network obtained for
data and Monte Carlo. The Monte Carlo gives a good description of the data. The
resulting �tted value is:

�b�b=�had = Nb=Nhad: = 0:214 � 0:002(stat:):

This result has been obtained by using the average values < Xb >= 0:719 � 0:012
and < Xc >= 0:495 � 0:011 [17, 18], where Xb and Xc are de�ned to be the ratio of

the B- and D-hadron energy to the beam energy.

Source parameter variation E�ect on �b�b=�had

< Xb > 0.707 - 0.731 �0:0031
< Xc > 0.484 - 0.506 �0:0020
�c�c=�had 0.15 - 0.19 �0:0016
�LLA 0.28 - 0.35 GeV �0:0057
Mmin 1.0 - 1.8 GeV �0:0027
�? 0.34 - 0.38 GeV �0:0016
b 0.80 - 1.00 GeV �2 �0:0045
s=u 0.20 - 0.40 �0:0015

V=(V + P ) 0.25 - 0.80 �0:0028
MC statistics �0:0022
HERWIG �0:0077
Total �0:0124

Table 1: Sources of systematic errors and their contributions to the error on �b�b=�had.

6



Systematic errors are determined by varying the heavy quark fragmentation pa-

rameters, the c�c partial width, QCD parameters �LLA, Mmin, �? and b, within their

errors [20], and the JETSET parameters s=u and V=(V + P ) as described in [21] y.

The inuence of the QCD parameters has been studied by varying each parameter in

turn by twice its error and determining the new central values of the three others as

explained in [20]. It has been veri�ed that the extraction of the QCD parameters in

this reference is not sensitive to large variations of �b�b/�had and therefore does not

constitute a bias for this analysis. These contributions to the systematic error are

shown in table 1. The analysis was repeated using the HERWIG Monte-Carlo and

the di�erence was taken as a systematic error.

Adding the systematic errors in quadrature the result of this global event analysis

is:

�b�b=�had = 0:214 � 0:002(stat:)� 0:012(syst:):

This result is statistically powerful, but relies on Monte Carlo simulation to describe

the shape of b and udsc quark events and therefore results in large and uncertain

systematic errors. A new method has therefore been developed which is less model

dependent.

5.2 The hemisphere method

This new analysis has been performed with both the Neural Network and the two
variable event shape discriminators. The events are split into two hemispheres accord-

ing to the plane perpendicular to the event axis and the event shape discriminators
and the high p? lepton discriminators are applied to each hemisphere.

For a given cut on the event shape discriminator, 3 samples are de�ned: a class of
hemispheres satisfying the cut (`tagged hemispheres'), a class where both hemispheres
of an event satisfy the cut (`double tagged events') and a class of events tagged by a
high p? lepton on one side and the event shape discriminator on the other side (`single
tagged high p? leptons'). Then it is possible to extract from the data the e�ciencies

of the event shape tag, �b and �udsc for b and udsc hemispheres, and the fraction of b�b

events in the hadronic sample, fb. This is achieved by solving the following system
of equations,

8><
>:

NST=2Nhad:=fb�b +(1� fb)�udsc
NDT=Nhad: =fb�

2

b(1 + CD
b )+(1� fb)�

2

udsc(1 + CD
udsc +KD

udsc)

NST
lept:=Nlept: =f

L
b �b(1 + CL

b )+(1� fLb )�udsc(1 + CL
udsc +KL

udsc)
(3)

where:

y�LLA is the QCD scale parameter used in running �s, Mmin is the mass cuto� below which
the partons of the parton shower are not assumed to radiate, �? is the width of the Gaussian
transverse momentum distributions of primary hadrons and b is the parameter of the symmetric
Lund fragmentation function; s=u is the relative probability to create an s�s pair from the vacuum
compared to u�u pairs and V=(V + P ) is the ratio of vector to vector plus pseudoscalar mesons.
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� fLb is the hemisphere b-purity in the high p? lepton sample which is determined

by the �t described in section 4.

� NST , NDT and NST
lept: are the number of \tagged hemispheres", \double tagged

events" and \single tagged high p? leptons", respectively. Nhad: and Nlept: are the

total number of hadronic events and high p? lepton tagged hemispheres used for this

analysis.

� CD
b and CD

udsc are correction factors which take into account correlations between

the two hemispheres due to kinematical constraints (conservation of momentum for

instance). They are de�ned by the following relation:

CD
i =

�DT
i � �2i
�2i

with i = b; udsc: (4)

where �DT is the probability that both hemispheres of an event satisfy the cut on the

event shape discriminator (�DT = NDT=Nhad: for q�q events).

These two coe�cients are determined by using more than one million reconstructed

hadronic Monte Carlo events. The values for the coe�cient CD
udsc were obtained for

c�c and uds events independently.

� CL
b and CL

udsc are correction factors which take into account possible correlations
between the two hemispheres due to the identi�cation of a high p? lepton, with missing
energy carried out by the neutrino, in the opposite hemisphere. They are de�ned by
the following relation:

CL
i =

�
lepton
i � �i

�i
with i = b; udsc: (5)

where �lepton is the probability to tag the hemisphere opposite to the high p? lepton
(�lepton = NST

lept:=Nlept: for q�q events). These two coe�cients are consistent with zero
in the Monte Carlo. They have been determined in the same way as CD

b and CD
udsc

by using large samples of reconstructed hadronic Monte Carlo events.

� KD
udsc and KL

udsc are corrections accounting for a higher hemisphere tagging

e�ciency for charm events �c than for uds events �uds (see �gure 3). For example,

for a cut at 0.3 on the Neural Network output, Monte Carlo predictions give: �c =
0:4309 � 0:0009 and �uds = 0:3670 � 0:0005 leading to �udsc = 0:3811 � 0:0004, where
the errors are due to our Monte Carlo statistics. These two correction coe�cients

depend on the fractions fc and fLc of c�c events in the non-b hadronic and leptonic

samples respectively and are given by the following equations:

KD
udsc =

(1� fc)fc(�c � �uds)
2

�2udsc
(6)

KL
udsc =

(fLc � fc)(�c � �uds)

�udsc
: (7)
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The charm fractions are determined by the multi-lepton �t and the values used are:

fc = 0:21 � 0:02 and fLc = 0:57 � 0:07 [3]. For a given cut on the event shape

discriminator, �c and �uds are estimated from Monte Carlo and the two coe�cients

KL
udsc and K

D
udsc calculated. The systematic uncertainty on �c was obtained by varying

the Petersen fragmentation parameter for charm within the range .040 to .066 as

indicated from a study of D� production [18].

The method has been applied in two independent analyses using the two di�erent

event shape tags and with the same high p? lepton tag. The cuts on the two event

shape discriminators and on the p? of the leptons were chosen to minimize the com-

bined statistical and systematic errors on the result and in both cases the optimal cut

gives the b-tag e�ciency, �b, about 75%. The correction coe�cients were separately

calculated from the Monte Carlo and table 2 lists the correction coe�cients used for

the two analyses. In order to derive the value of �b�b=�had from the measurement of

fb, it is necessary to take into account the di�erence of acceptance between bb events

and all hadronic events. Table 2 gives this correction, �acc de�ned as the ratio of

the acceptance of b�b events to all q�q events, which is obtained from the Monte Carlo;
the correction is higher for the Neural Network analysis due to the additional event
selection cut described in section 2. The results for the two analyses are given in table
3. The Neural Network analysis has a higher e�ciency for a given b-purity and this
leads to a slightly improved statistical error on �b�b=�had.

Parameter Parameter value Correction factor on �b�b=�had

Two Variables Neural Network Two Variables Neural Network

CD
udsc 0:009 � 0:0014 0:033 � 0:0020 0:967 0:915
CD
b 0:003 � 0:001 0:001 � 0:001 0:988 0:997

CL
udsc 0:007 � 0:015 �0:001� 0:016 1:002 1:000
CL
b �0:001 � 0:001 �0:001� 0:001 0:996 0:996

KD
udsc 0:004 � 0:002 0:005 � 0:002 0:983 0:989

KL
udsc 0:061 � 0:015 0:060 � 0:015 1:017 1:014

�acc 1:002 � 0:001 1:013 � 0:002 0:998 0:987

Table 2: Correction coe�cients from Monte Carlo for the two analyses with the dif-
ferent event shape discriminators. Note that the errors on the corrections coe�cients
are statistical except for KD

udsc and K
L
udsc where the errors are systematic.

Taking into account the statistical correlation between the analyses, which is 66%,
the two results are in agreement and they are combined using the procedure of refer-

ence [22], to yield the value �b�b=�had = 0:228 � 0:005.

To check the stability of the result for �b�b=�had, the analyses have been repeated

using di�erent cuts on their respective event shape discriminators, for plepton
?

> 1:25
GeV/c. The resulting values of �b�b=�had are plotted in �gure 4a as a function of �b
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for each cut. The lepton p? requirement has also been varied, with the discriminator

cuts set to the chosen value of each analysis, as shown in �gure 4b. These checks

show that the determination of �b�b=�had is independent of the cuts within the errors.

Both analyses have been checked with Monte Carlo events and the results are

summarized in table 3. This table also shows the e�ciencies, �b and �udsc, which are

obtained from the data. While for the Neural Network analysis these e�ciencies are

the same for data and Monte Carlo, there is a signi�cant di�erence in the e�ciencies

for the Two Variable analysis, indicating that the variables used are not well described

by the simulation. Since the nature of the method is to obtain these e�ciencies from

the data the result is not a�ected by this discrepency.

analysis parameter Data MC True MC Extracted

Two Variables �b 0:725 � 0:004 0:747 0:745 � 0:003
�udsc 0:390 � 0:002 0:421 0:421 � 0:002

�b�b=�had 0:2292 � 0:0061 0:219 0:221 � 0:005

Neural Network �b 0:762 � 0:004 0:751 0:752 � 0:002
�udsc 0:380 � 0:002 0:381 0:381 � 0:002

�b�b=�had 0:2274 � 0:0054 0:219 0:221 � 0:004

Table 3: Results on the ratio �b�b=�had for the two hemisphere analyses together with
e�ciencies for tagging b and udsc events as extracted from the data. Also shown are

the results of tests of the analyses on simulated events. The `MC True' values are
obtained knowing the true avour of the generated events in the sample and the `MC
Extracted' values are obtained using the analysis methods as applied to the data.

The main systematic errors in the measurement arise from the uncertainties in the
purity fLb of the high p? lepton tag and in the correction factors CL

udsc, C
D
b , C

D
udsc and

CL
b . The contributions from the di�erent sources of systematic error are listed in table

4. The uncertainties in the correction coe�cients CD;L
b;udsc, are dominated by Monte

Carlo statistics; varying input parameters to the Monte Carlo within the ranges in

table 1 leads to much smaller systematic e�ects than this level of statistical precision.

For example, the largest e�ect identi�ed is from b fragmentation where the systematic

is one half the statistical error. The e�ect of each correction coe�cient is shown in
table 2. Uncertainties in the coe�cients KD

udsc and K
L
udsc result from uncertainties in

�c; fc and fLc as in equations 6 and 7. These K coe�cients produce anticorrelated
and nearly cancelling changes in �b�b=�had and so the sensitivity to these parameters

is diminished.

The systematic errors for the two analyses are highly correlated and the combined
systematic error is taken as an average, giving the result of the combined analysis as

�b�b=�had = 0:228 � 0:005(stat:)� 0:005(syst:)
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Source Two Variables Neural Network

fLb �0:0037 �0:0037
CD
b �0:0011 �0:0010

CD
udsc �0:0013 �0:0016
CL
b �0:0010 �0:0010

CL
udsc �0:0011 �0:0010
�c �0:0008 �0:0008
fc �0:0005 �0:0005
fLc �0:0006 �0:0006

backgrounds �0:0006 �0:0001
geometrical e�ects �0:0007 �0:0007

acceptance �0:0002 �0:0004
Total �0:0046 �0:0046

Table 4: Contributions to the systematic error on �b�b=�had.

6 Conclusion

The ratio �b�b=�had has been measured using analyses based on event shape vari-
ables. An analysis applying a Neural Network to the global events shape is found
to su�er from large systematic uncertainties due to the fragmentation process. As a
consequence a new method has been developed, where each event is split into two

hemispheres and the discrimination between Z decays into b quarks and light quarks
is obtained using both event shape discriminators and a high p? lepton tag. This
procedure has been applied using two di�erent shape discriminators, one based on
a Neural Network and the other on a likelihood built from two variables. The two
analyses give consistent results and have been combined, giving the result:

�b�b=�had = 0:228 � 0:005(stat:)� 0:005(syst:):

Because of the uncertainties in its systematic error the result from the global event
method is not included in this average.
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Appendix { De�nitions of the Neural Network Vari-

ables

Only brief descriptions are given here of the event shape variables used in the Neural

Network. Details can be found in [11] and in the references given below.

A) Variables for Neural Network of global event method

� A(1) is the Boosted Jet Sphericity Product. Instead of the hemispheres the two

most energetic jets of the event are boosted with �boost = 0:965 [6].

� A(2) and A(3) are respectively the third and �fth Fox-Wolfram-Moments [23] nor-

malized to the 0th moment.

� A(4) is the momentum of the leading particle of the event normalized to the sum

of the momenta of the selected particles (Ptotal).

� A(5) is the sum of the momentum components perpendicular to the event plane of

the selected particles normalized to Ptotal [19].

� A(6) is the transverse mass of the event [24].

� A(7) is the mass of the most energetic jet of the event.

� A(8) is the sum of the squared transverse momentum of the particles in the jet with
respect to the jet axis of the most energetic jet of the event.
� A(9) is the transverse momentum of the leading particle of the energetic jet of the
event with respect to the jet axis.

B) Variables for Neural Network of hemisphere method

� B(1) is the same as A(8) but for the most energetic jet of the hemisphere.
� B(2) and B(3) are the longitudinal momentum of the leading and of the second

leading particle of the most energetic jet of the hemisphere with respect to the jet
axis.
� B(4) is the boosted sphericity (�boost = 0:965) of the most energetic jet of each
hemisphere.
� B(5) is the product of the sum of the transverse momenta by the sum of the

longitudinal momenta normalized to P 2

total where Ptotal is the sum of the momentum
of all the tracks of the hemisphere.

� B(6) is the invariant mass of the three most energetic particles of the most energetic

jet [25].
� B(7), B(8) and B(9) are the directed sphericities described in [25].
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Figure 1: Distributions of quantities used in the two variable hemisphere method,

(a) Lateral mass variable, (b) Moment of inertia variable, for di�erent avour Monte

Carlo events: b solid line, c dotted, uds dashed. (All curves are normalised to have

the same area.)
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Figure 4: Results on �b�b=�had for the two analyses a) for di�erent cuts on the Neural
Network output and on the hemisphere likelihood for plepton

?
> 1:25 GeV/c, b) for

di�erent cuts on plepton
?

with a cut at 0.3 on the Neural Network output and 0.28
on the hemisphere likelihood. The points with dashed error bars are those with the

standard cuts and these error bars show the total statistical error. The points for

other cuts have statistical errors for the di�erence relative to the standard cut points.
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