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We update standard big bang nucleosynthé€SBBN) calculations on the basis of recent nuclear physics
compilations(NACRE in particulay, experimental and theoretical works. By a Monte Carlo technique, we
calculate the uncertainties on the light element yiefd$e( D, *He and’Li) related to nuclear reactions. The
results are compared to observations that are thought to be representative of the corresponding primordial
abundances. It is found th&ki could lead to more stringent constraints on the baryonic density of the universe
(Q,h?) than deuterium, because of much higher observation statistics and an easier extrapolation to primordial
values. The confrontation of SBBN results withi observations is of special interest since other independent
approaches have also recently providggh? values:(i) the anisotropies of the cosmic microwave background
by the BOOMERANG, CBI, DASI and MAXIMA experiments and) the Lymane forest at high redshift. A
comparison between these results obtained by different methods provides a test of their consistency and could
provide a better determination of the baryonic density in the universe. However, the agreement gfeen
values deduced from SBBN calculation afid observation on the one hand and CMB observations on the
other hand is only marginal.
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[. INTRODUCTION from the observations of the isotopes in different astrophysi-
cal sites and the way they are interpre{Bdin particulaj to
Recently, different ways to determine the baryonic densityestimate the primordial abundances and the insufficient
of the universe have been exploited. Here, we use the usukhowledge of some reaction rates. Lithium suffers from two
notation where(), denotes the ratio of the baryon density drawbacksli) it is affected more than any other light isotope
over the critical density of the universe, apds the baryon by uncertainties in the nuclear reaction rates @ndhe val-
over photon ratio. They are related I6},h?=3.65<10"y ley shape in its abundance versgsurve leads to two pos-
with h the Hubble constant in units of 100 kmsMpc™t. It  sible % values for a given abundance. This shape is due to its
is now possible to confront the results of these different approduction modes, byH+ *He and*He+ *He, respectively
proaches to test the validity of the underlying model hypoth-at low and high baryonic density. The first difficulty could be
esis and hopefully obtain a better evaluation of this cruciafeduced by a better determination of a few key cross sec-
cosmological parameter. Three independent methods hatins, but the second one is intrinsic to the calculation. Thus
been used so far to derive the baryon density of the univers¢éo remove the degeneracy on the baryon density, lithium
(i) the pioneering one(standard big-bang nucleosynthesis should be associated with, at least, one other light element,
(SBBN), based on nuclear physics in the early univefé®, deuterium for instance. However, the relation betwéen
very recently, the study of the cosmic microwave radiationobservations and its primordial abundance seems more
(CMB) anisotropies andii) the census of Hand also Hé) straightforward than for D.
atomic lines from the Lymare forest at high redshift. In the case of the CMB, th€,h? values deduced from
Regarding the uncertainties attached to each of thesebservations tend to converge but their interpretations are
methods, those related to SBBN are probably the best corprobably still model dependent. The CMB analyses involve
trolled. Standard BBN depends essentially on one parametemany parameters, principally the various energy densities
7, the baryon to photon ratio since the number of light neu{Q.:, Q,, ), respectively the total density, baryonic
trinos is essentially known. This model, in its standard ver-density and the cosmological constant contributidn the
sion, has survived for many decades showing its robustnesmiitial fluctuation spectrum indexng), the reionization opti-
It success in reproducing the light elemefitié, D, *He, and  cal depth ¢.) and the overall normalization. The baryon
’Li) primordial abundances over a span of 10 orders of magéensity is extracted from the amplitudes of the acoustic
nitude is remarkabldl]. The leading uncertainties come peaks in the angular power spectrum of the CMB anisotro-
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pies. It is important to note that the ratio of amplitudes be-derived from observations of metal-poor, extragalactic, ion-
tween the first and second peaks increases @jfh in con-  ized hydroger{H 1) regions. This extraction is difficult to the
trast with all other cosmological parameters. Hence, thdevel of precision required, due to the incomplete knowledge
determination of(2,h? does not suffer from the cosmic de- of the different atomic parameters involved. Olive and Skill-
generacy that affec® , and(), and a high precision can be man[12] have studied in great detail the systematic uncer-
expected[2]. However, these values are obtained in thetainties, and concluded that the typical errors given in previ-
framework of inflationary models that could be altered inous studies are underestimated by a factor of about two. The
other cosmological contex{s]. extreme values publish¢d3—15 cover the range fom 0.231
The third method is based on the study of the atomic H to 0.246(in mass fraction putting little constraint on mod-
and Heil Lyman-« absorption lines observed in the line of e|s. Consequently, in this workHe will not be considered
sight of quasars. Quasars being the brightest objects of thgs a discriminating indicator of the baryonic density.
universe, they can be observed at very large redshift. On Dpeuterium is peculiar because, after BBN, this fragile iso-
their line of sight, atoms both in diffuse or condensed structope, can, in principle, only be destroyed in subsequent stel-
tures absorb part of their radiation, making absorption linesar or galactic nuclear processing. Hence the primordial
apparent. It allows in particular to study the intergalacticabundance should be represented by highestobserved
medium via the so-called Lymasa-forest. This method leads value. It is measured essentially in three astrophysical sites:
to an estimate of the baryon content of the Universe on largg) in the local interstellar mediurfpresent valug (i) in the
scales[4,5]. Indeed, the evaluation oflpyh? through the protosolar cloud4.6 Gyr ago and(iii ) in remote cosmologi-
study of the evolution of the Lymaa-forest in the redshift cal clouds on the line of sight of high redshift quasédasge
range 0<z<5, though indirect because of the relatively lookback timg. In principle, the later samplgii) should be
large ionization uncertainties, leads to results consistent witkhe closest representative of the primordial D value, but up to
the two previous methods. now, the observations lead to two ranges of D abundance
In the following, we update the big bang nucleosynthesisyalues. However, very recently, it has been shgié that
calculations on the basis of the recent NACRE compilationthe D abundance on the line of sight of the quasistellar object
[6] of reaction rates supplemented by other recent work$QSO PG1718-4607 cannot be determined due to blending
[7-9]. We performed Monte Carlo calculations to estimatebetween the Lymam- and the main hydrogen absorption
the uncertainties on light element yields arising from nuclealines, contrary to a previous studg7]. Since this observa-
reactions alone. Similar calculations have been performegon was the main evidence for a high D/H value
recently, based on a different compilation and analysis of ~10* corresponding to a low; range; see for instance
nuclear datdNollett and Burle10], and Cyburet al.[11]).  Ref. [18]), the very high primordial D abundance seems to
However, here, we put the emphasis @ri as its primordial  have lost its support and hence only one rangéaf) D/H
abundance is more reliable than that of other light isotopegalues remains. However, the D abundance data from cos-
(D in particulay. Using ‘Li as the mainbaryometerone  mological clouds remain scarce and scatteiféig. 1, upper
deduces(),h? and we compare it witlfi) with the helium  pane). The extreme values deduced from the different obser-
and deuterium primordial abundancés) other SBBN in-  vations[20-23 lead to the interval 1.8 10 °<D/H<4.65
vestigations and(ii) independent evaluation€CMB and %105 (including error bars This dispersiorfamounting to
Lyman- foresd. a factor of about B if physical and not observational, casts a
doubt on the direct identification of the observed values with
the primordial D abundance. Alternatively, it could indicate
Il. OBSERVATIONAL CONSTRAINTS FROM THE LIGHT that this fragile isotope has already been processed in these
ELEMENTS high redshift clouds despite their low metallicit49]. Thus,
Here we present the selection of astrophysical observdl this perspective, averaging the D/H abundances measured
tions that we use for the determination of the baryon density? coSmological clouds to infer the primordial value seems
of the Universe from the SBBN calculation. To estimate pri-S0Meéwhat inappropriate. In addition the observations of the
mordial abundances, observations are made on the oldest g¥2S0rbing cloud on the line of sight of QSO 0347-3818 have

jects that are characterized by their high redshifir low ~ 0€en analyzed using two methdd?,24j and lead to differ-
metallicity.: ent values(stars in Fig. L This suggest that systematic er-

The determination of the primordidiHe abundances is oS may still be important. _
On the other hand, it has been sho\@8] that there exists
a large dispersion in the local measuremg(8.5 to 4)
75 . . -
1Metallicity represents the abundancermétalswhich, in the as- X10"°]. This could indicate that unknown processes are at

trophysical language, corresponds to all elements above helium, AYOTK to modify the D abundance at small scale in our Gal-
metallicity increases in the course of galactic evolution, this is arPXY- Thus, if it is confirmed that local D abundances are
indicator of the age of an object. Abundances of common element§cattered as the result of yet unknown physical processes, the
like Fe (or e.g. SJ, are often taken as representative of the metal-Same thing could occur in absorbing clouds at large redshift.
licity. The notation [ Fe/H]=log(Fe/H).—log(Fe/H), is often  In addition, the lowest value obtained at high reds[f3]

used. For instancd,Fe/H]= —2 corresponds to 1% of the solar [D/H=(1.65+0.35)x 10 °] is uncomfortably close to both
(©) metallicity. Otherwise, D/H of Li/H for instance, represent the the solar system and interstellar on@sspectively around
ratio of abundances by number of atoms. 2.1x10 % and 1.5< 10 ° [26,27,29). It is inconsistent with
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0 dance does not increase with tifraetallicity) at the surface
of the oldest stars was interpreted as being representative of
the primordial ’Li abundancg30—32. As such, these mea-
surements could have been affected by two proce§ses
L + production related to nonthermé&pallation nuclear reac-

" 1 tions (mainly @+ «) in the interstellar medium, increasing
i { ll the amount of lithium in forming stars at a given metallicity

D/H

and (ii) a depletion in the envelope of these stars. The con-
tribution of the first process is small at very low metallicity

(+) amounting typically to less than 10% at a metallicity
[Fe/H]=—2 [33]. At [ Fe/H]=—1, this contribution is more
significant but remains within the dispersion of the data. The

S second one concerns the potential depletion of lithium by
nuclear destruction and possibly by diffusion and rotational
mixing [34]. The small scatter of the data, over three metal-
licity decades, on the one hand and the presence of the even
more fragile °Li isotope in a few halo star&.g., Ref[35])
on the other hand, strongly limit the amount of possible

L =]
A
_¢ & * $ + depletion. Hence, this effect should also be within the dis-
53. + Eﬂ % + persion of the data. Bonifacio and Moldr&0] have deduced
oo 33y 4
)
o

10-IIII|IIII|IIII|IIIIIIIIIIIIII

-35 -3 25 2 15 1 -0
[Si/H]

Li/H

-
)

10 ;]q][;‘ from their large observational sample a primordial value:
log(Li/H) = —9.762+ 0.012 (statistic, Ir) +0.05 (system-

atic). More recently, Ryamt al.[31,3€], on the basis of their
observations, have provided a new determinatiéhi/H
=(1.23"35) %107, Their mean value and95% confi-
dence limits take into account all possible contributions
from ’Li depletion mechanisms and bias in analysis. But the

FIG. 1. Observed abundances as a function of metallicity frommain difference with the earlier worl80] is that they have
objects which are expected to reflect primordial abundances. Uppéakken into account a slight rise of the lithium abundance due
panel: observed D abundances, from RE?9,21,23,22 2U(stars  to spallation reaction leading to a smaller primordial abun-
corresponding to two analyses of observations of the same cloudance when extrapolated a zero metallicity. Accordingly, we
[22,24)). Lower panel: observedLi abundances, circlef32] and  adopt their range for the primordidLi abundance.
triangles[31] from Ryanet al,; squares from Bonifacio and Molaro
[30].

-35 -3 25 2 15 1 0.5
[Fe/H]

Ill. CMB AND LYMAN- a FOREST OBSERVATIONS

even the most conservative galactic evolution models since it CMB anisotropy measurements give independent esti-
would require a negligible D destruction. Note that this low- mates of the baryonic density of the Universe. The first de-
est valug 23] (in parenthesis in Fig.)lis affected by a large terminations ofQph? from BOOMERANG and MAXIMA
uncertainty concerning the level of the continuum and thd37—39 yielded Q;h*~0.03. The Cosmic Background Im-
blending of the relevant linek28]. If this questionable ob- ager(CBI), ground based, has given preliminary results in
servation is put aside, a trend appears in the D/H data versigarked contras{40] (,h?~0.009) to BOOMERANG-
metallicity [Si/H] (Fig. 1) showirg a D abundance decreas- MAXIMA values. The Degree Angular Scale Interferometer,
ing when metallicity increases, as qualitatively expected®ASI (along with its sister instrument CB[41], is one of
from stellar evolution[19]. (To view the trend we do not the new compact interferometers specifically built to observe
consider the alternative analy$i4] of QSO 0347-3818 to the CMB. Combined with the large angle measurements
be consistent with the analyses of the other observajionsmade by the Cosmic Background Explof€OBBE), it has
Accordingly, the true primordial D/H value should be ob- been able to reveal a significant signal in the second peak
tained from extrapolation to zero metallicity. Consequently,;egion and has determinef,h?=0.022"39%3 (10). Re-
even though, in principle D better constraipsthan ’Li (U cently, new analysef42,43 of BOOMERANG data have
shape of the curyethe value of its primordial abundance is also led toQ,h?=0.022" 5503 (1). But the situation is not
still a matter of debate. We adopted the highest observeget settled and a wealth of new data is expected from future
value[20] in a cosmological cloud assuming that lower val- ground instruments, long balloon flights and especially sat-
ues are the result of subsequent processing. ellites [Microwave Anisotropy Prob€MAP), Planck Sur-
Compared to D, the determination of tHei primordial  veyor].
abundance from observations leaves less room for interpre- As mentioned above, the study of the baryon content of
tations. Since the discovery of a plateau in the lithium abunthe intergalactic medium evolution of the Lymanforest in
dance as a function of metallicityFig. 1, lower pangl  the redshift range €z<5 leads to an evaluation d®,h?.
drawn for metal poor dwarf staf®9], many new observa- Such analyses have lead{h?=0.0125[4,28] and<0.03
tions have strengthened its existence. The fact that the abuf4,5,28. Hui et al. [44] using recent observatiorg5,46]
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TABLE I. Influential reactions and their sensitivity to nuclear *Hp,p’He

uncertainties for the production dHe, D, *He, and’Li in SBBN. T
[AN/N=N,/N,;—1; n.s.: not significant| A N/N|<0.01).] 2 E

L -

=
Reaction\ AN/N “He D 3He L a L " GRe

5{ | A WAG63
H(n, y)?H2 n.s. n.s. n.s. 0.08 R A Goer
H(p,7)*He n.s. -0.19 0.19 0.26 vE S Soens
2H(d,n)3He n.s. -0.09 0.06 0.12 - * Ma9T
2H(d,p)3H n.s. 003  -0.04 0.01 - o ore
3H(d,n)*He n.s. n.s. n.s. -0.07 -
*H(a,y) Li n.s. n.s. n.s. 0.24 3

10
3He(n,p)3H"d n.s. n.s. -0.06 -0.03
3He(d, p)*He™d n.s. n.s. -0.12 -0.12
3He(a,y) 'Be n.s. n.s. n.s. 0.39 r
"Li(p,a)*He n.s. n.s. n.s. -0.25 B
7Be(n’p)7|_ic'd n.s. n.s. n.s. -0.13 1!1}5.4 L 111 Lo el 1
15

&Chen and Savagé]. 1.25 # - +
PBruneet al. [8]. o * 7 LR, *d.ﬂ—
°Smith, Kawano, and Malanggj. ' Lt Lt L
4+ 10 variation. 10* U 1

E (MeV)

have foundQ,h?h=0.03+0.01. These various results are  FIG. 2. Upper panel: astrophysicafactor for the?H(p, y)*He
summarized in Table Il, compared in Fig. 5 and discussed imeaction (adapted from NACRES6], for references see NACRE
Sec. V. except for SC9651].) Lower panel: relative dispersion of residuals

(Sexp/Sfit) .

IV. NUCLEAR DATA f:al §faqtor§ are fitted by splines whi_ch have no physical
justification and can produce local artifacts by following to
Most of the important reactions fdiLi production(Table  closely experimental data points. On the contrary, the
I) are available in the NACRE compilation of thermonuclearNACRE compilation spans wider energy ranges, and over
reaction rateg6]. Other reactions in our BBN network are these ranges, ths factors are fitted to functions based on
adapted from an earlier compilatir] or more recent works theoretical assumptions.
[8,9]. In our previous studies, we have studied the influence Figure 2 shows that outside of resonances a simple fit
of individual reactiong18] or extreme yield limitd48] ob-  (second order polynomial in this cass sufficient to account
tained when considering all combinations of low and highfor ~2 orders of magnitude variation 8. For the
rates. Here, instead, we have performed Monte Carlo calcud(p, y)3He reaction, as in Ref18], we use the revised data
lations to obtain statistically better defined limits, as we didof Schmidtet al. [51] (SC96 in Fig. 2 not considered in
in a previous work[49] that was limited to the NACRE NACRE. The lower panel displays the ratio between the ex-
reactions. Here we update these calculations by taking intperimental and fitte® values. The dispersion around unity is
account uncertainties on the remaining reactions. In the folsmall and can hardly be considered physical. It should be
lowing, we discuss the origin of these calculated uncertaintyioted that by using such a simple fivhen permitted by
limits. theory), precise data points outside the range of BBN energy
One of the main innovative features of NACRE with re- (e.g., the high energy data point in this cakelps constrain
spect to former compilation50] is that uncertainties are the fittedSfactor in the region of interest0.1 MeV in this
analyzed in detail and realistic lower and upper bounds fotase. This eliminates spurious local effects induced by a few
the rates are provided. Using these low and high rate limitserratic data points associated with experimental problems
itis thus possible to calculate the effect of nuclear uncertainrather than a genuine physical effect. For instance, Fig. 3
ties on the light element yields. Recently, two other SBBN(adapted from NACREG6]) shows the nuclear data and the
calculations have been performed: one based on the NolleHACRE recommended factor for the “Li( p,«)*He reac-
and Burles(NB) [10] compilation and another on a partial tion can be compared with Fig. 12 of NRO]. In this latter

reanalysis the NACRE data by Cyburt, Fields, and Oliveanalysis, theS factor is unduly influenced by the Harmon
(CFO) [11]. The NB and NACRE compilations differ in sev-

eral aspects. The NB compilation addresses primordial nu=———

cleosynthesis while NACRE is a general purpose compila- 2The astrophysicalS factor is defined by o(E)=[S(E)/

tion. Consequently, NB contains a few more reactions of|exp(-2m7)=[SE)/Elexp(— VEg/E) where herey (=Z,Z,€?/
interest to BBN and a few more data in the energy range ofy) is the Sommerfeld parameter. It reduces the strong dependency
interest. Alsofrom the statistical point of viemthe rate un-  of the cross sectiond) at low energy by approximatively correct-
certainties are better defined in NB, however the astrophysing for the penetrability of the Coulomb barrier.
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"Li(p,t)*He problem or physical biagscreening at low energy CFO
140 [11] subsequently determined scaling factors for each experi-
ment to take into account systematics. From the dispersion of
these factors they obtained a better evaluation of rate uncer-
tainties including systematic effects. These analyses underes-
timate the fact that data on experimental cross sections are in
general of much better quality at BBN energy or above than
at lower energies. Indeed the cross sections for charged par-
ticle reactions drop very rapidly at low energZoulomb
barriep making experiments more and more difficult and
hence subject to systematic errors. In addition screening of
the nucleus by atomic electrons is known to affect cross sec-
tions at low energy{54]. Hence, a scaling factor obtained
from a low energy measurement is likely to be more affected
by systematic errors that another one derived from a high
NACRE (199%) energy data set, even if the quality of the fits is the same.
This could affect the calculated CFO systematic error contri-
bution.
20 Ll L R Clearly those recent compilations or analy§é$,10,11
0’ have all improved the determination of BBN rates and rate
E (MeV) uncertainties but more progress could be made. This would
include a better theoretical determination of the energy de-
pendence ofS factors sometimes just assumed to be a low
order polynomial. This would improve the constraint given
by the shape 08(E). Such work is under waj5s5].
[52] data which is a measurement relative to the assumed Because of the difficulty of defining a universal statistical
constantsS factor of the®Li( p,a)®He reaction. The rise &8  method for the wide set of reactiofsach with its peculiari-
at low energy is also more likely interpreted by the effect ofties) and range of temperature, the NACRE rate limits cor-
atomic electron screening of the nucleus. In this energyespond to upper and lower bounds rather than standard de-
range, the cross section is expected to be non resonamiations. Accordingly, we assumed a uniform distribution for
mainly determined by the tails of higher energy resonanceghe rates between the limitkeeping the mean rates equal to
This is why, NACRE has constrain&to follow a low order  the recommended rates
polynomial with the consequence that the good and exten- Four reactions of interest to BBN are not found in
sive data provided by Rolfs and Kavanagig] are better the NACRE compilation of charged particle induced
taken into account. In some cagesy., the D@,n)®He reac- reactions. They are the neutron induced reactions
tion] the NB compilation provides more data points in then—p, *H(n,y)?H, *He(n,p)*H, "Be(n,p,)’Li and also
region of interest than NACRE. However, considering a*He(d,p)*He. The first reaction governs the neutron-proton
wider energy range, NACRE relies on an interpolation be+atio at the time of freeze-out and hence directly ftte
tween high and low energy data. It is difficult to further primordial abundance. The main source of uncertainty on
compare the reaction rates obtained in both compilations béhis rate used to be the neutron lifetime but its value is now
cause NACRE provides reaction rate limitand in some precisely (886.%1.9 s) known[56]. So even though im-
casesS factorg that can be used for e.g., subsequent Montgproved theoretical calculatioi§7] may introduce small cor-
Carlo calculations, while in NB the rate calculation andrections, this reaction is now sufficiently known for BBN
Monte Carlo cannot be disentangled. Indeed, in NB, thecalculations. The following reactiotH(n, y)?H, also relies
Monte Carlo procedure is not applied to the rates but to th@lmost exclusively on theory. A new calculation including
data points within experimental errors followed by splinequoted uncertainties has been made available recg@fly
fitting. This method is expected to take better into accountor this reaction, the uncertainties arising from the experi-
experimental errors but is difficult to evaluate especially be-mental input datgone low-energy normalization value for
cause it could depend on the partitions of the energy intervahe cross sectigrare expected to be much smaller than those
used for spline fitting which are not given. Nevertheless thérom theory. The errors are given by the order of the first
final results(i.e., “He, D, ®He, and’Li yields) are in good neglected terms in the expansif®]. To derive the reaction
agreemenf49] showing that both approaches are valid. CFOrate and its limits, we performed numerical integrations us-
[11] have reanalyzed the compiled data from NACRE usingng the analytical formulas for the cross section and its cal-
the sameSfactor energy dependences but leaving the scalingulated uncertaintie®]. As there is no way to determine the
factors free. They found that global normalization factorsstatistical distribution of thestheorical errorswe adopted
were slightly different from the NACRE ones. As the fitting (as for NACRE a uniform distribution as for the following
procedure is straightforward, the origin for this difference isreaction. Following discrepancies and lack of documentation
difficult to interpret. One possibility is that a few data points for the *H(p,n)3He reaction and its inverse, a new and pre-
were excluded by NACRE due to suspected experimentatise measurement has recently been perforf8édThe re-

SP71
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S(E) (MeV b)
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*
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FIG. 3. AstrophysicalS factor for the “Li( p,a)*He reaction
(adapted from NACREG6]). For references other than HA§92]
and RO8653], see NACRE.
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sults corroborate the cross section provided by the ENDF/ 107 Q h?
B-VI evaluation of neutron datb8] leading to an estimated
uncertainty of 5%][8]. For the two remaining reactions
%He(d,p)*He and ‘Be(n,p)’Li no new measurements are
available and we adopt accordingly the reaction rate and un-
certainties provided by Smith, Kawano and Malafiéy (In

the more recent NB analysis the reaction rates and uncertain
ties are not available due to the intricate coupling of the
fitting and Monte Carlo methods.They performed an
R-matrix analysis(a standard nuclear physics method to 022. C I R N TR T N T s R
tackle resonant reactionsomplemented by polynomial fits 10 1073
to the data. Their quoteddd uncertainties are respectively 8 &

and 9% 7] and we use accordingly for these two reactions a ¢ -4
Gaussian distribution of errors.

0.26

0.26

0.25 0.25

0.24 0.24

Mass fraction

023 B »~ "~ - TTTTTT T T T T T= 0.23

‘He/H

V. RESULTS

In a first step, we complemented our previous analysis
[18], limited to NACRE reactions, by calculating the influ-
ence of individual reaction rates otHe, D, *He and "Li
yields. Then we calculated the maximum of the quantity .z
AN/N=Npign/Njow—1 within the range ofyn,, variations
for each of the 4 isotopes. Positiyeesp. negativevalues
correspond to highefresp. lowey isotope production when
the high rate limit is used instead of the low ofsz=e Ref.
[18]). Results are displayed in Table I.

Then we performed Monte Carlo calculations with the
rate distributions discussed above. For egoalue, we cal- 1 10
culated the mean value and standard deviationdf the ‘Li nxlow
yield distribution. The corresponding 2o limits are repre-
sented in Fig. 4. In Fig. 5 is represented the likelihood func- FIG. 4. Abundances ofHe (mass fractioy D, *He, and "Li
tions for “Li only [£7(#)], D only [£?(%)] and for both  (by number relative to Has a function of the baryon over photon
[£7'2( 7)]. The no confidence interval¢see Table )l are  ratio ». Mean valuegsolid curves and 2o limits (dashed curves
obtained by solving 102(%))=In(L ma — n2/2, for 7. To are obtained from Monte Carlo calculations. Horizontal lines repre-
calculate, we use the abundance distributions obtained bysent primordial*He, D, and’Li abundances deduced from obser-
Monte Carlo together with a normal distribution associatedvations (see text For D the dotted lines represent the range of
with the adopted primordial abundances. Following the con9bserved valuegsee Fig. 1 while the dashed lines corresponds to
clusions of Sec. II, we assumed that the primordlzlabun-  the adopted value of Ref20].
dance is such that lof(i/H) is normally distributed with
mean—9.91 and standard deviatian=0.19/2 as given by dances are considered. The agreement between SBBN and
Ryan et al. [36]. We neglected the asymmetry in the errorthe ‘Li and D observed primordial abundances is impressive
bars (—9.91°913 [36]) by taking the largest because the when considering the orders of magnitude involved but re-
smallest concerns th&.i lower limit that only affects the” ~ mains only moderately good when trying to determine the
central dip, and not the limits (Fig. 4 lower panél Unfor-  Quh? value. The globalZ?” likelihood function provide
tunately, the U shape of the.i curve together with the Ryan Q5h?=0.015+0.003 (2r) which is reasonably compatible
et al. [36] values leads to a merging of the low and high With the BOOMERANG [43] (Q,h?=0.022"390% 10),
intervals. For comparison, we also show the likelihood func-and DASI[41] (Q,h?=0.022" 5357 207) values. However,
tion obtained when using the Bonifacio and Moldi@0] as discussed above this is based on unsettled discrepancies
older value exhibiting twoy intervals. Their merging clearly on the ranges dictated separately fy and D. Better agree-
originates from the new lower primordial abundance ob-ment between SBBN and CMB has been claimed in other
tained when correcting for the apparehti/H versus metal-  works [59]: ,h?=0.020+0.002 (95% C.L). This result
licity slope (see Fig. 1 and Sec.)ll From this curve, we from the choice of smaller D primordial abundances, drives
obtain for Q,h?, the range 0.006—0.0105% C.L., ‘Li Qph? to higher values but at the expense of compatibility
only). with ’Li. Considering that the chemical evolution of D from

To calculate£?, the likelihood function concerning D BBN to present is not well known, but given that it can only
only, we adopted the highest observed vdlR@] (see Sec. be destroyed in this process, our choice of adopting the
I). The £2 curve(Fig. 5) is centered om=5x10 andis  higher observed value seems justified. However, a better
only marginally consistent with th€ 7 one. The situation is compatibility with the more reliably determined primordial
even worse if the smaller values of the D primordial abun-‘Li abundance would even favor a possible higher D abun-

Li/H

043510-6



CONSTRAINTS ONQ,, FROM NUCLEOSYNTHESIS @ . ..

2
2 QBh
10
=} 1-2 1 1 T 1 1 1 | T T 1'2
8 - -
= -
< o This work (Li) —
= 1 = -1
- - o0 .
A P B ;i ]
08 H — — 0.8
06 — 0.6
04 — 04
02 — 0.2
0 0
1 2 3 4 5 6 7 8 910

11><1010

FIG. 5. Likelihood function for’Li, D, 7Li+D and » ranges
from CMB, Lyman« and other SBBN calculations. The horizontal
lines represenf),h? and % intervals: 2r confidence limits(solid
lineg), twice the I limits (dash-dotted lingor statistically less
well defined limits (dashed lines and arroyvs Labels
(a, B, ...,5, 6)point to the last column of Table Il where more
details are given. The solid curve represefts for the adopted
value of ’Li primordial abundance while the dotted curve displays
L7 if the higher value of Bonifacio and Molaf&0] is adopted. The
likelihood function for D (£ 2, dash dotted curyés only marginally
consistent withC 7 as shown by. "2 (dashed curve[£? and £
have been normalized 16 ,,=1.]
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TABLE II. Comparison ofQ,h? from different methods. Limits
are given for 2r except for values in italid¢see table footnotes
The last column provides the labels for thigh? ranges displayed
in Fig. 5.

Method Qph? Fig. 5
SBBN+Obs (Li), this work 0.006 — 0.016
SBBN+Obs (Li +D), this work 0.015:0.003

SBBN from Burleset al? 0.020+0.002 a
SBBN from CFJ He + Li 0.006 — 0.017 B
SBBN from CFQ low D 0.017 — 0.023 y
CMB BOOMERANG 0.022°3:3% 1
CMB from MAXIMA ¢ 0.0325-0.0125 2
CMB from CBI® ~0.009 3
CMB from DASIf 0.022" 395 4
Lyman-? 0.0125- 0.03 5
Lyman-<" 0.03+0.01 6

8urles, Nollett, and Turnef2007) [59].

bCyburtet al. (200 [11].

‘de Bernardit al. (2001 [43]; 20 interval approximated by twice
the width of the Ir interval.

dStomporet al. (2001) [47].

€Padinet al. (2001 [40]; no confidence interval given.

Prykeet al. (2001 [41].

9Riedigeret al. (1998 [4]; estimated range of values from Petitjiean
(2001 [28].

hScottet al. (2000 [45] and Huiet al. (2001 [44]; no details on
statistical significance given.

SBBN values derived separately frofli and D are only
marginally compatible and when using the more reliable in-
dicator, lithium, the agreement with the CMB and Lyman-
values is also marginal.

dance, implying that D has already been partially destroyed |t is interesting to note that the SBBN.0,18,1] results
in the cosmological cloud. Of course this would decrease thgerived from the two recent ariddependenreaction rate

compatibility with CMB observations.

VI. CONCLUSION

compilations(NACRE [6] and NB[10]) agree very well.
Progress in the derivation of primordial abundan@@sare
certainly needed, but improvement in the determination of
nuclear reaction rates would also be of interési fiucleo-
synthesis specifically Concerning this last point, reanalysis

Big bang nucleosynthesis has been the subject of permgg existing data constrained with improved theoretical input
nent interest since it gives access to the baryon density whic \,nger way[55]. However, it would be even more impor-
is a key cosmological parameter. Though independent methant that new experiments dedicated to precise and system-
ods are now available, the SBBN one remains the most relizyjc measurement®.g., in Refs[53,8)) of the lesser known

able becauséi) the underlying physics is well known and

cross sectiorfTable ) be undertaken.

(i) there is essentially only one free parameter contrary to

other methods. It is worth pursuing the improvement of
nuclear reaction rates and abundance determination of light

elements, essentially D arfd.i.

Our SBBN results,Q2,h?=0.006—-0.016 based oALi
only and 0.015:0.003 with D are good agreement with
those from Cybureet al. [60]. The Q,h? value derived by
Burles, Nollett and Turnef59] (D and ‘Li) is in reasonable
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