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Abstract

The hadronic photon structure function F


2 (x;Q

2) is measured from data taken with

the ALEPH detector at LEP. At centre-of-mass energies between
p
s = 189GeV and

207GeV an integrated luminosity of 548:4 pb�1 is analyzed in two ranges of Q2 with

hQ2i = 17:3GeV2 and 67:2GeV2. Detector e�ects and acceptance are corrected for

with a Tikhonov unfolding procedure. The results are compared to theoretical

predictions and measurements from other experiments.
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1 Introduction

The hadronic structure function F 

2 plays an important role in the description of the

hadronic nature of the photon. It is a function of the Bjorken variable x which in leading
order gives the fractional momentum of the resolved parton in the target photon, and
also a function of the virtualities Q2 and P 2 of the two interacting photons. In this
measurement two-photon events are used where one of the scattered electrons is detected
(`tagged') in the luminosity calorimeters and the second one remains undetected, since
the scattering angle is too small and the electron escapes along the beam pipe. For these
single-tag events the virtuality P 2 of the photon radiated from the undetected electron
is small. This photon is considered as a quasi-real target photon that is probed by the
highly virtual photon from the tagged electron. In this case the di�erential cross section
for hadron production simpli�es and only depends on the structure functions F 


2 and F 


L .
It is given by [1]

d3�

dxdydQ2
=

4��2

Q4x

�
1� y +

y2

2

�"
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2 (x;Q

2)� y2

2(1� y � y2

2
)
F 


L(x;Q
2)

#
�(x; y) (1)

where
Q2 = �q2 = 2EbeamEtag(1� cos�tag) (2)

is the negative squared four-momentum of the virtual photon, Etag and �tag are the energy
and scattering angle of the tagged beam electron, and � is the �ne structure constant.
The Bjorken variable x is given by

x =
Q2

2p � q =
Q2

Q2 +W 2
; (3)

with the four-momenta q and p of the interacting photons and the total invariant mass
W of the hadronic �nal state (P 2 = �p2 � Q2). The inelasticity y is given by

y =
q � p
k � p = 1� Etag

2Ebeam

(1 + cos�tag) (4)

where k is the four-momentum of the incident beam electron that is tagged. The 
ux
function �(x; y) of the photons radiated from the untagged beam electron is given in [1].

For typical experimental conditions y � 1, thus the di�erential cross section is not
sensitive to the longitudinal structure function F 


L(x;Q
2), and therefore eqn. (1) allows

F 

2 to be measured.
From Quantum Chromodynamics (QCD) it is expected that the structure function F 


2

separates into two components as �rst described by Witten [2]. While the \point-like"
part is calculable in perturbative QCD and shows a rise with increasing Q2, the \hadron-
like" part becomes more important for low x and is not calculable within the framework of
perturbative QCD, since the photon 
uctuates into a state similar to light vector mesons
where the contribution of the gluon density is important. Various parametrizations of F 


2

1



exist [3{12]. They di�er in many aspects such as the choice of the QCD scale parameter �,
Q2 evolution, inclusion of heavy quark 
avours, composition of hadron-like and point-like
contributions and inclusion of higher order QCD corrections. Earlier calculations su�ered
from the limited experimental data available at the time. A very detailed review of the
current status is given in [13, 14].

In this paper the selection of the data sample is described after a brief introduction of
the experimental setup. The Tikhonov unfolding technique is then explained followed by
a discussion of the systematic uncertainties. Results are given in the last section together
with a comparison to other experiments and theoretical predictions.

2 The ALEPH Detector

A detailed description of the ALEPH detector and its performance can be found in
Refs. [15,16]. The central part of the ALEPH detector is dedicated to the reconstruction
of the trajectories of charged particles. The trajectory of a charged particle emerging from
the interaction point is measured by a two-layer silicon strip vertex detector (VDET), a
cylindrical drift chamber (ITC) and a large time projection chamber (TPC). The three
tracking detectors are placed in a 1:5T axial magnetic �eld provided by a superconducting
solenoidal coil. Together they measure charged particle transverse momenta with a
resolution of Æpt=pt = 6 � 10�4pt � 0:005 (pt in GeV/c). Photons are identi�ed in the
electromagnetic calorimeter (ECAL), situated between the TPC and the coil. The ECAL
is a lead/proportional-tube sampling calorimeter segmented in 0:9Æ�0:9Æ projective towers
read out in three sections in depth. It has a total thickness of 22 radiation lengths and
yields a relative energy resolution of 0:18=

p
E + 0:009 (E in GeV), for isolated photons.

Electrons are identi�ed by their transverse and longitudinal shower pro�les in the ECAL
and their speci�c ionization in the TPC. The iron return yoke is instrumented with 23
layers of streamer tubes and forms the hadron calorimeter (HCAL). The latter provides
a relative energy resolution for hadrons of 0:85=

p
E (E in GeV). Muons are distinguished

from hadrons by their characteristic pattern in HCAL and by the muon chambers,
composed of two double-layers of streamer tubes outside HCAL. The two luminosity
calorimeters, a silicon-tungsten detector (SiCAL) [17] and a lead/proportional wire
sampling calorimeter (LCAL), measure the energy of the scattered beam electrons and
cover the angular ranges of 24mrad < �tag < 58mrad and 45mrad < �tag < 160mrad.
The energy resolution is �E=E = 0:34=

p
E for SiCAL and �E=E = 0:034� 0:15=

p
E for

LCAL (E in GeV). An energy-
ow algorithm combines the information from the tracking
detectors and the calorimeters [16]. For each event, the algorithm provides a set of charged
and neutral reconstructed particles, called `energy-
ow objects' in the following.

Studies on the trigger eÆciency have been performed indicating a value of 100% over
the kinematic region used for this analysis [18]. A conservative estimate for the uncertainty
on this has been taken as 5% and 10% for the two upper bins in the Bjorken variable x.

2



3 Data Samples

The data used in this analysis were taken in the years 1998, 1999 and 2000 at di�erent
centre-of-mass energies between

p
s = 189GeV and

p
s = 207GeV. Single tag events

are required to contain a single electron detected in the luminosity calorimeters with an
energy of at least 70% of the beam energy. Although the silicon calorimeter covers a
range from 24mrad up to 58mrad, electrons are only detected for � > 34mrad since
a tungsten shielding against backscattered synchrotron photons was introduced into its
acceptance region in 1996. In order to reject double-tag events where both beam electrons
are detected, events with a further energy-
ow object in the luminosity calorimeters with
more than 40% of the beam energy are excluded. Single-tag events cannot be distinguished
from no-tag events with a \fake" tag produced by an o�-momentum electron. This
background can be suppressed by cuts in the (�; �) plane for tagged electrons with energy
less than 80% of Ebeam since o�-momentum electrons are preferably emitted in the LEP
plane. Here � is the azimuthal angle and � the angle between the scattered electron and
the beam direction. The cuts are shown in Fig. 1, from a comparison with Monte Carlo
simulation and the analysis of angular distributions the residual background is estimated
to be smaller than 1% [19]. In order to eliminate beam gas events, the reconstructed
interaction vertex is required to be within 5 cm in the z direction and 1 cm in the radial
direction of the nominal interaction point.

The data are analyzed separately for the centre-of-mass energies
p
s = 189GeV,p

s = 196GeV,
p
s = 200GeV and

p
s = 205� 207GeV because of di�erent background

conditions and the di�erent boosts of the hadronic system. The integrated luminosity
is listed in Table 1 which also shows the number of selected events and the cuts which
de�ne two bins in Q2. The boundary between the lower and the upper Q2 range varies
with centre-of-mass energy and is chosen such that migration between the two Q2-bins is
minimized.

The visible hadronic �nal state is required to consist of at least three charged particles
with an invariant mass of at least 3:5GeV=c2 in the lower Q2 region and 3GeV=c2 in the
upper Q2 region. Events with particles identi�ed as electrons or muons with an energy of
more than 2:5GeV in the �nal state are rejected because they are more likely produced
in background processes than in the decay chain of hadronic �nal state particles in 


processes. It has been checked that these cuts do not a�ect the signal eÆciency, e.g.
events from open charm production are not rejected. The background from 

 ! �+��

as well as e+e� annihilation events is simulated and subtracted. The contamination from


 ! l�l is about 4% in the low Q2 region and 7% in the high Q2 region. The background
from annihilation events is between 0.4% and 1.5%. A detailed list of all investigated
background processes can be found in Table 2.

3.1 Unfolding Procedure

In order to determine the structure function F 

2 it is necessary to measure the di�erential

cross section d�=dx. Both Q2 and the invariant mass of the hadronic system are a�ected

3



by sizeable measurement uncertainties. In particular for low Q2 the energy resolution of
the luminosity calorimeter leads to a relatively poor measurement of the virtuality Q2.
Due to the strong Lorentz boost of the hadronic system the measurement of W

 su�ers
from the limited acceptance of the detector in the very forward direction. Therefore x is
not well determined (Fig. 2) and has to be corrected for these detector e�ects.

Starting from some sample parametrizations of the structure function, Monte Carlo
studies with full detector simulation give a detector-response matrix A which depends
only weakly on the parametrization used, but re
ects the acceptance and eÆciency of the
ALEPH detector. The equation

A~xtrue;MC = ~xvis;MC (5)

connects the reconstructed x spectrum ~xvis;MC with the generated x spectrum ~xtrue;MC.
The bin boundaries have been chosen such that the number of events in each bin of the
true x spectrum is roughly constant for a Monte Carlo sample that contains all centre-
of-mass energies and two di�erent parametrizations of F 


2 . It has been checked that the
results are suÆciently insensitive to reasonable variations of the bin boundaries.

For the low Q2 range the x spectrum extends from x = 2 � 10�3 to x = 0:7 and is
divided into eight bins. The same number of bins is used for x between 6 � 10�3 and 0:96
for the high Q2 region. In principle the true unfolded x distribution could now be found
for each measured ~xvis; data by inverting eqn. (5):

~xtrue; data = A�1~xvis; data (6)

Because of the special topology of the events and the reduced detector acceptance, the
matrix A represents a so called ill-conditioned system. As a consequence it turns out that
small 
uctuations in the measured distribution lead to an unfolded ~x which di�ers strongly
from the true ~x and has large statistical errors. Therefore a bias has to be introduced
in order to obtain a regularized distribution. The treatment of ill-conditioned problems
and regularization has been widely discussed in the mathematical literature and a recent
review can be found in [20]. In this analysis a standard Tikhonov unfolding is used as
described in [21]. Here the equation

(�I + ATA)~xunf; data(�) = AT~xvis; data (7)

is solved for a particular choice of the regularization parameter �. Since the measurement
of the lowest and the highest x bin is considered to be not as reliable as for the central
region, the six inner bins are used to �nd the regularization parameter that gives the
smallest statistical error for the unfolded spectrum, such that A~xunf is consistent with the
observed distribution within the statistical errors of the measurement. The approximation
error introduced by the parameter � will be discussed later. The advantage of this method
lies in the linear nature of the algorithm and an intuitive strategy to estimate the error
which is introduced by regularization.

Parametrizations giving reasonable descriptions of global event variables are used
to construct the detector-response matrix. A comparison between data and Monte

4



Carlo simulation is shown in Figs. 3 and 4. In this analysis simulated events from the
HERWIG6.2 program [22] are used to build the matrix A, although some observables
such as multiplicity of the energy-
ow objects and the thrust of the event are not well
reproduced and are described better by the PYTHIA6.1 generator [23]. However, those
quantities that go into the analysis directly, i.e. Q2, W and x, are in better agreement
with the measured data for the HERWIG simulation. In Figs. 5 and 6 a comparison
between the di�erent Monte Carlo generators and data can be found. For each centre-of-
mass energy, samples of one million events are generated for each of the parametrizations
GRV-LO [7, 8] and SaS1D [12] implemented via PDFLIB [24]. The uncertainties of the
detector-response matrix due to the limited Monte Carlo statistics cannot be neglected.
They are calculated by a full error propagation depending on the regularization parameter
� and are included in the systematic errors for the �nal results [25].

The correction is such that the unfolded distribution gives an estimate of the true x
distribution in the given Q2 range. The cuts in Etag, �tag and the cuts against leptonic
and other background were not applied for the \truth" spectrum. The only requirement,
apart from the cut in Q2, is that W

 be at least 2:5GeV, since below that value the
Monte Carlo simulation is not considered to be fully reliable.

For the construction of the detector-response matrix it is important to handle events
that migrate into the Q2 region of interest. Events which are generated outside the
investigated interval of Q2, but are reconstructed inside, have to be subtracted like
background, whereas migration out of the considered Q2 region can easily be treated
as ineÆciency. A model-dependent uncertainty is introduced because this background
due to the �nite Q2 resolution has to be simulated. The GRV-LO parametrization is used
to simulate this background which amounts to about 4% of the selected data in the low
Q2 bin and 2% in the upper Q2 bin. It has been checked that simulations based on other
parametrizations give almost no di�erence in the unfolded result.

3.2 Extraction of F



2

The unfolded spectrum d�=dx allows the calculation of the measured structure function
F 

2 . The proportionality factor between F 


2 and d�=dx is calculated from Monte Carlo
simulation using theoretical models:

F 

2 (x; hQ2i)meas =

d�=dx(x; hQ2i)meas

d�=dx(x; hQ2i)model

� F 

2 (x; hQ2i)model

Here the parametrizations from GRV-LO and SaS-1D have been used as reference
models. Studies with Monte Carlo samples show that the unfolding method applied
here reproduces the input structure function correctly, as shown in Fig. 7.

3.3 Systematic Uncertainties

An important contribution to the systematic uncertainty comes from the regularization
in the unfolding procedure. The regularization of the system (eqn. 7) is equivalent to a

5



modi�cation of the detector response. Depending on the strength of the regularization
this gives an uncertainty that has to be taken into account. This cannot be calculated
from data and has to be estimated from a model since the true x spectrum has to be
known. Here Monte Carlo samples with GRV-LO and SaS-1D parametrizations are
used. Although the number of observed events is larger for higher x, this approximation
uncertainty dominates the error in that region compared to low x. The reason for that
is that usually a large fraction of the hadronic invariant mass W

 is not reconstructed.
Therefore low x events might be seen at higher x values which is taken into account by
the detector simulation, however, events with high x are frequently lost completely. This
ineÆciency causes the large approximation uncertainty since the detector-response matrix
becomes almost singular in that region.

The largest systematic uncertainty in the low x region results from di�erent
fragmentation models used in the Monte Carlo simulation. The analysis has been repeated
using a Monte Carlo sample produced with the PYTHIA 6.1 generator. Half the di�erence
between the unfolded results from both models is taken as a systematic uncertainty.

The dependence of the detector-response matrix on the parton-density function (p.d.f.)
that was used to generate it, is considered as a further e�ect. The unfolding is done
separately with matrices from two di�erent p.d.f.'s and the mean of both results is taken as
the �nal result. Half the di�erence of the two results is taken as a systematic uncertainty.

The energy and momentum calibration of the detector was changed arti�cially by �2%
for all particles in the hadronic system. The e�ect has only minor in
uence on the results
(< 2%) since the major uncertainty in the measurement of the hadronic system comes
from lost tracks rather than from the resolution of the tracking devices and calorimeters.

The virtuality of the target photon is small but not vanishing. In the HERWIG Monte
Carlo generator it is produced with hP 2i � 0:082GeV2. The shape of the virtuality
spectrum of the quasi-real target photon can be taken as simply the � pole or from the
generalized vector meson dominance model. The e�ect on the result can then be computed
with the GALUGA program [26]. The uncertainty amounts to 2-5%, depending slightly
on x.

All systematic uncertainties and the statistical error are added in quadrature to obtain
the total error.

4 Results and Conclusions

The measured structure function F 

2 is shown in Fig. 8 for both regions in Q2.

The unfolded spectra from all di�erent centre-of-mass energies are combined. The
measurement integrates over the photon virtuality P 2. Although the P 2 spectrum is
not limited by an explicit cut, 90% of all events are below 1GeV. The inner marks on
the error bars indicate the statistical errors, the whole error bars show systematic and
statistical errors added in quadrature. Due to the unfolding procedure and the properties
of the detector-response matrix the measured points of the structure function are highly
correlated. The correlation matrices are given in Table 3.
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The curves show three examples of di�erent parametrizations taken from PDFLIB,
however the statistical signi�cance of this measurement is too small to distinguish between
di�erent models. Overall the shape of the GRV-LO and SaS1D parametrizations are
reproduced, but the absolute value of the measurement is slightly higher. At low x
values, where the structure function is sensitive to the gluon content, the gluon-rich
parametrization LAC [5] is not consistent with this measurement. For a comparison with
additional models, the �2 values have been calculated and listed in Table 5. Most of
the predictions are in rather good agreement. This is mainly due to the large systematic
uncertainties. The calculations are done for a charm quark mass of mc = 1:4GeV=c2.

Since the hadronic structure function of the photon was �rst measured by the PLUTO
collaboration [27], many experiments have made contributions so that data are now
available for F 


2 in a wide range of Q2. In Fig. 9 the ALEPH results from this
analysis are shown together with measurements which are comparable in hQ2i from OPAL
(hQ2i = 17:8GeV2) [28], TOPAZ (hQ2i = 16GeV2) [29], L3 (hQ2i = 15:3GeV2) [30] and
OPAL (hQ2i = 59GeV2) [31], AMY (hQ2i = 73GeV2) [32] and PLUTO (hQ2i = 45GeV2)
[33].

The Q2 dependence of the structure function cannot be �tted to the measurement,
since only two bins in Q2 are considered. Usually the mean values of F 


2 are compared
for a central x range. For the bins in Q2 used here the values

F 

2 (0:1 � x � 0:5; hQ2i = 17:3GeV2) = 0:41� 0:01 (stat.) � 0:08 (sys.);

F 

2 (0:1 � x � 0:7; hQ2i = 67:2GeV2) = 0:52� 0:01 (stat.) � 0:06 (sys.):

are obtained. In Fig. 10 the results are shown in comparison to other experiments.
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Ecms Luminosity Number of Q2 range hQ2i
/GeV =pb�1 events =GeV2 =GeV2

5411 10-27 16.1
189 177.0

3537 27-250 61.7
2577 10-28 16.7

196 82.6
1643 28-250 65.7
2694 10-29 17.4

200 87.8
1648 29-250 68.3
6167 10-32 18.4

205-207 201.0
3560 32-250 72.9

16849 hQ2i = 17:3GeV2P
548.4

10388 hQ2i = 67:2GeV2

Table 1: Number of selected events after all cuts, listed for all centre-of-mass energies and
Q2 ranges. The range of Q2 of the two bins analyzed is given in column three. The mean
value of the virtualities hQ2i is calculated and listed in the fourth column. No background
has been subtracted at this stage.
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Process Contamination [%]

hQ2i = 17:3GeV2

189GeV 196GeV 200GeV 205� 207GeV



 ! e+e� 0.22�0.03 0.26�0.05 0.25�0.05 0.27�0.09


 ! �+�� < 0:1


 ! �+�� 3.4�0.1 3.9�0.1 4.1�0.1 4.3�0.1
e+e� ! q�q 0.24�0.01 0.23�0.01 0.24�0.01 0.22�0.01
e+e� ! �+�� < 0:1
e+e� ! �+�� < 0:1
e+e� !We� < 0:1
e+e� ! Zee 0.15�0.01 0.14�0.01 0.16�0.01 0.15�0.01
Q2 migration 4.97�0.06 4.17�0.05 3.80�0.05 2.50�0.04

hQ2i = 67:2GeV2

189GeV 196GeV 200GeV 205� 207GeV



 ! e+e� 0.3�0.04 0.22�0.05 0.31�0.07 0.41�0.14


 ! �+�� < 0:1


 ! �+�� 6.1�0.2 6.6�0.2 7.1�0.2 7.0�0.2
e+e� ! q�q 0.88�0.02 0.91�0.02 0.93�0.02 0.98�0.03
e+e� ! �+�� < 0:1
e+e� ! �+�� < 0:1
e+e� !We� < 0:1
e+e� ! Zee 0.61�0.01 0.55�0.02 0.58�0.02 0.62�0.02
Q2 migration 1.72�0.04 1.63�0.04 1.79�0.04 2.35�0.05

Table 2: Contamination of the selected data sample through background processes.
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hQ2i = 17:3GeV2

x Bin 1 2 3 4 5 6 7 8

1 1.00 -0.51 0.07 0.12 -0.08 -0.03 0.03 0.01
2 1.00 -0.50 -0.09 0.27 -0.03 -0.08 0.01
3 1.00 -0.37 -0.46 0.27 0.16 -0.06
4 1.00 -0.02 -0.66 0.01 0.16
5 1.00 0.06 -0.67 -0.01
6 1.00 0.36 -0.50
7 1.00 -0.02
8 1.00

hQ2i = 67:2GeV2

x Bin 1 2 3 4 5 6 7 8

1 1.00 -0.48 0.01 0.20 -0.11 -0.02 0.04 -0.02
2 1.00 -0.45 -0.26 0.32 -0.04 -0.07 0.04
3 1.00 -0.23 -0.52 0.34 0.01 -0.05
4 1.00 -0.12 -0.71 0.39 -0.11
5 1.00 0.04 -0.71 0.42
6 1.00 -0.10 -0.30
7 1.00 -0.53
8 1.00

Table 3: Statistical correlation coeÆcients for the results of the F 

2 measurement. The

values for the bin boundaries are given in Table 4.
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hQ2i = 17:3GeV2

x Bin F 

2 Uncertainties

Total Stat. System. Approx. Frag. Model others

0.0020 - 0.0110 0.43 0.116 0.016 0.115 0.017 0.108 0.010 0.035
0.0110 - 0.0338 0.27 0.051 0.014 0.049 0.006 0.045 0.005 0.018
0.0338 - 0.0787 0.35 0.044 0.015 0.041 0.008 0.032 0.005 0.024
0.0787 - 0.1487 0.35 0.032 0.015 0.028 0.007 0.003 0.003 0.027
0.1487 - 0.2429 0.39 0.037 0.016 0.034 0.003 0.007 0.009 0.032
0.2429 - 0.3624 0.46 0.045 0.018 0.041 0.024 0.018 0.003 0.027
0.3624 - 0.5074 0.40 0.150 0.021 0.149 0.136 0.003 0.017 0.058
0.5074 - 0.7000 0.18 0.236 0.019 0.235 0.227 0.007 0.009 0.060

hQ2i = 67:2GeV2

x Bin F 

2 Uncertainties

Total Stat. System. Approx. Frag. Model others

0.0060 - 0.0362 0.57 0.148 0.027 0.145 0.018 0.142 0.005 0.026
0.0362 - 0.0950 0.43 0.048 0.027 0.039 0.009 0.012 0.017 0.032
0.0950 - 0.1811 0.47 0.050 0.029 0.041 0.011 0.017 0.014 0.033
0.1811 - 0.2907 0.50 0.044 0.031 0.031 0.009 0.007 0.003 0.028
0.2907 - 0.4204 0.60 0.052 0.036 0.038 0.013 0.007 0.010 0.033
0.4204 - 0.5714 0.66 0.086 0.038 0.077 0.007 0.064 0.014 0.041
0.5714 - 0.7356 0.65 0.138 0.055 0.126 0.029 0.086 0.041 0.077
0.7356 - 0.9600 0.66 0.150 0.060 0.137 0.069 0.076 0.022 0.089

Table 4: Measured values of F 

2 and their uncertainties. The total error in column three

is a quadratic sum of the statistical and systematic errors, given in column four and
�ve. The last four columns show contributions to the systematic uncertainties from
the approximation error due to regularization, fragmentation uncertainty, the model
dependence of the detector-response matrix and other e�ects as described in the text.
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PDFLIB �QCD Q2
min Name of set Approx. �2=n:d:f: for hQ2i = Ref.

set =MeV =GeV2 order 17:3GeV2 67:2GeV2

3/1/1 380 10 DO-G set 1 LO 47 6.4 [3]
3/1/2 440 10 DO-G set 2 NLL 5.8 0.3
3/2/1 400 1 DG-G set 1 LO 0.2 0.03 [4]
3/2/2 400 1 DG-G set 2 LO 0.2 0.1
3/2/3 400 10 DG-G set 3 LO 0.2 0.03
3/3/1 200 5 LAC-G set 1 LO 2.4 0.4 [5]
3/3/2 200 5 LAC-G set 2 LO 2.0 0.4
3/3/3 200 5 LAC-G set 3 LO 0.2 0.04
3/3/4 200 5 GAL-G LO 0.9 3.6
3/4/1 200 5.3 GS-G HO NLL 0.3 0.1
3/4/2 200 5.3 GS-G LO set 1 LO 0.3 0.1
3/4/3 200 5.3 GS-G LO set 2 LO 0.2 0.1
3/4/4 200 5.3 GS-G-96 HO NLL 0.4 0.1
3/4/5 200 5.3 GS-G-96 LO LO 0.2 0.04
3/5/1 200 0.3 GRV-G HO NLL 0.3 0.1 [7, 8]
3/5/2 200 0.3 GRV-G HO NLL 0.6 0.1
3/5/3 200 0.25 GRV-G LO LO 0.3 0.03
3/5/4 200 0.6 GRS-G LO LO 0.3 0.04
3/6/1 200 2 ACFGP-G set HO NLL 0.3 0.1
3/6/2 200 2 ACFGP-G set HO-mc NLL 0.1 0.03
3/6/3 200 2 AFG-G set HO NLL 0.4 0.2
3/8/1 400 4 WHIT-G 1 LO 0.2 0.02 [11]
3/8/2 400 4 WHIT-G 2 LO 0.6 0.01
3/8/3 400 4 WHIT-G 3 LO 0.9 0.03
3/8/4 400 4 WHIT-G 4 LO 0.5 0.1
3/8/5 400 4 WHIT-G 5 LO 1.7 0.1
3/8/6 400 4 WHIT-G 6 LO 2.5 0.1
3/9/1 200 0.36 SaS-G 1D (V. 1) LO 0.2 0.1 [12]
3/9/2 200 0.36 SaS-G 1M (V. 1) LO 0.3 0.1
3/9/3 200 4 SaS-G 2D (V. 1) LO 0.2 0.03
3/9/4 200 4 SaS-G 2M (V. 1) LO 0.2 0.1
3/9/5 200 0.36 SaS-G 1D (V. 2) LO 0.2 0.1
3/9/6 200 0.36 SaS-G 1M (V. 2) LO 0.3 0.1
3/9/7 200 4 SaS-G 2D (V. 2) LO 0.2 0.03
3/9/8 200 4 SaS-G 2M (V. 2) LO 0.2 0.1

Table 5: Comparison between the measured results presented in this analysis and various
theoretical predictions which are calculated with the PDFLIB program. The �fth column
gives the order of the approximation to which the parametrization is calculated (Leading
Order (LO) or Next to Leading Log-Approximation(NLL)).
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Figure 1: Contamination of the data sample by o�-momentum electrons can be seen in
the (�; ') plane. They are preferably radiated in the LEP plane, ' � 0=�=2�. The
elliptic cuts are drawn as applied in the analysis.
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Figure 2: Comparison of the reconstructed quantity to the true values from Monte Carlo
simulations; a) the virtuality Q2 of the probing photon, b) the invariant hadronic mass in
the �nal state and c) the Bjorken variable x. The mean observed value and the standard
deviation is plotted for events generated in a certain bin in the truth distribution. In d)
the relative measurement uncertainty of Q2 is plotted as a function of the measured value
of Q2.
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Figure 3: Comparison of data and Monte Carlo simulations for the sample with hQ2i =
17:3GeV2. The histograms are HERWIG simulations using a GRV-LO parametrization
(solid line) and a SaS-1D set of parameters (dashed line) for the input structure function.
ALEPH data with backgrounds subtracted are shown with full errors. The plots show (a)
the number of energy-
ow objects, (b) the energy of the tagged electron as a fraction of
the beam energy, (c) the virtuality Q2 of the photon radiated from the tagged electron,
(d) the visible invariant mass of the hadronic �nal state, (e) the thrust and (f) the visible
Bjorken variable x. All histograms are normalized to the data luminosity.
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Figure 4: Distributions of the same variables as shown in Fig. 3, but for the high Q2

region with hQ2i = 67:2GeV2.
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Figure 5: The distribution of the same variables are shown as in Fig. 3, with the data
compared to Monte Carlo simulations from the two di�erent generators HERWIG (solid
line) and PYTHIA (dashed line). In both cases the GRV-LO parametrization is used.
hQ2i = 17:3GeV2.
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Figure 6: Distributions of the same variables as shown in Fig. 5 but for the high Q2 region
with hQ2i = 67:2GeV2.
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Figure 7: The unfolded structure function F 

2 (x; hQ2i)=� for Monte Carlo test samples

of the same size of the data sample used in this analysis. The test samples are subject
to exactly the same analysis procedure as the data. The outer error bars give the total
uncertainty, the inner marks show the statistical uncertainty only. The systematics include
all contributions except fragmentation.
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Figure 8: The measured values of F 

2 =�. The results for all centre-of-mass energies are

combined using the luminosity of the data samples as weight. Inner error bars indicate
statistical errors only. The measurement is compared to three di�erent parametrizations.
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Figure 9: The values of F 

2 =� from this analysis compared to earlier measurements for

similar values of hQ2i. Inner error bars indicate statistical errors only if available from
the publications. The parametrizations GRV-LO, SAS-1D and LAC1 are shown as well.
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Figure 10: Q2 evolution for medium values of x measured by di�erent experiments. The
result from this analysis is included for hQ2i = 17:3GeV2 and 0:1 < x < 0:5 and for
hQ2i = 67:2GeV2 and 0:1 < x < 0:7. Details about the parametrisations are given in [14]
where this plot, here updated with our measurement, was taken from.
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