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Abstract

Dijet production in deep inelastiep scattering is investigated in the region of low
values of the Bjorken-variable (10 < x < 1072) and low photon virtualitiesQ? (5 <
Q? < 100 GeV?). The measured dijet cross sections are compared withrpative QCD
calculations in next-to-leading order. For most dijet abkes studied, these calculations
can provide a reasonable description of the data over thplake space region covered,
including the region of very lowx. However, large discrepancies are observed for events
with small separation in azimuth between the two highesistrarse momentum jets. This
region of phase space is described better by predictionsdbais the CCFM evolution
equation, which incorporatdsg factorized unintegrated parton distributions. A reas@mab
description is also obtained using the Color Dipole Modainmdels incorporating virtual
photon structure.

To be submitted to Eur. Phys.J.C
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1 Introduction

Dijet production in deep inelastic lepton-proton scaitgi(DIS) provides an important test-
ing ground for Quantum Chromodynamics (QCD). At HERA, da@&ollected over a large
range of the negative four-momentum transfer squaécthe Bjorken-variable and the trans-
verse energyEr, of the observed jets. HERA dijet data may be used to gaiglsnto the
dynamics of the parton cascade exchanged inxdepton-proton interactions. Since in this
region of phase space photon-gluon fusion (Figlre 1a) isitimeinant underlying process for
dijet production, such measurements open the possibilistualying the unintegrated gluon
distribution, first introduced iri.[1]2].

In leading order (LO)j.e. Oas), dijet production in DIS is described by the boson-gluon
fusion and QCD-Compton processes (Fidure 1a, b). The censi®s depends on the fractional
momentumx of the incoming parton, where the probability distributiohx is given by the
parton density functions (PDFs) of the proton. The evotlutbthe PDFs with the factorization
scaleu?, is generally described by the DGLAP equatidris [3]. To lrgdogarithmic accuracy,
this is equivalent to the exchange of a parton cascade, wihexchanged partons strongly
ordered in virtuality up taQ?. For low x this becomes approximately an orderingkinthe
transverse momentum of the partons in the cascade[{Fig.Thé3.paradigm has been highly
successful in the description of jet production at HERA agdavalues ofQ? or E2 of the
jet [4,B6[7].

The DGLAP approximation is expected to breakdown at lQvas it only resums leading
logarithms inQ? and neglects contributions from logxdterms, which are present in the full
perturbative expansion. This breakdown may have been \ax$én forward jet and forward
particle production at HERA 8] 9, 110,111].

Several theoretical approaches exist which account ford@f¥ects not incorporated into
the standard DGLAP approach. At very low valuesxat is believed that the theoretically
most appropriate description is given by the BFKL evolutemuations([2, 12], which resum
large logarithms of Ax up to all orders. The BFKL resummation imposes no restmotio the
ordering of the transverse momenta within the parton casc@dus &-shell matrix elements
have to be used together with an unintegrated gluon disimibdunction, f(x, %, k), which
depends on the gluon transverse momenkuas well asx and a hard scalg:~ A promising
approach to parton evolution at low and larger valuesisfgiven by the CCFM]13] evolution
equation, which, by means of angular-ordered parton eamisis equivalent to the BFKL ansatz
for x — 0, while reproducing the DGLAP equations at lasge

Experimentally, deviations from the DGLAP approach mayt lsesobserved by selecting
events in a phase space region where the main assumptiatrahg ordering irk; of the ex-
changed partons in the cascade, is no longer expected tdfiledu This is the case at low.
Parton emission along the exchanged gluon ladder [(Fignteg@ases with decreasimxg This
may lead to large transverse momenta of the partons entiéngard scattering process, such
that in the hadronic (photon-proton) center-of-mass sygt@ns) the two partons produced in
the hard scattering process (Eilg 1a,b) are no longer balandeansverse momentum. For the
final state studied here, one then expects an excess of avarigh the two hardest jets are no



longer back-to-back in azimuth. Such configurations aranmatided in DGLAP-based calcu-
lations, necessitating the inclusion of additional cdnittions when calculating cross sections
at low x.

An alternative approach to modelling additional contribns [14] due to norig-ordered
parton cascades is given by the concept of virtual photarcttre. This approach mimics
higher order QCD ffects at lowx by introducing a seconk-ordered parton cascade on the
resolved photon side, evolving according to the DGLAP fdrema. This resolved contribution
is expected to contribute for squared transverse jet esif}, greater tharQ?, which is the
case for most of the phase space of the present analysisaMithoton structure is expected to
be suppressed with increasi@j. Leading-order QCD models which include theets of a
resolved component to the virtual photon have been suedessfescribing dijet production at
low Q? [15].

The aim of this paper is to provide new data in order to idgrttiose regions of phase
space in which next-to-leading order (NLO) DGLAP-based Q&ilzulations are able to cor-
rectly describe the underlying dynamics of the exchangetbpaascade and those in which
the measurements deviate from the DGLAP based predictihsre deviations are observed,
comparisons of the data with other QCD models are perforrdgdt production at lowx and
low Q? is an appropriate tool for this purpose as the jet topoloigcts the dynamics of the
parton cascade [16,117,118]. Therefore, dijet cross sextma measured multi@ierentially
as a function of observables particularly sensitive to odynamics, considerably extending
an earlier analysis [19] in terms of the observables stydieglkinematic reach and statistical
precision.

2 Experimental Environment

The measurement presented is based on data collected withltldetector at HERA during
the years 1996 and 1997. During this period the HERA collides operated with positrohef
27.6 GeV energy and protons with energy of 820 GeV. The datassel corresponds to a total
integrated luminosity of 21 pB.

The H1 detector consists of a number of sub-detectois [2B]iging complementary and
redundant measurements of various aspects of the final aitdtigh energy electron-proton
collisions. The detector components which are most impofta this analysis are the backward
calorimeter, SpaCal [21], together with the backward ati@mber, BDC[[22], for identifying
the scattered electron, and the Liquid-Argon (LAr) calaeter [23] for the measurement of
the hadronic final state. The central tracking system is @sethe determination of the event
vertex and to improve the hadronic energy measurement lyAhealorimeter [24].

The SpaCal is a leagstintillating-fiber calorimeter covering polar angi@sthe range 153<
0 < 1775°. Its electromagnetic part has a depth of 28 radiation lengttd provides an energy

LIn this paper we refer to the incident and scattered leptdalastron”.
2Thez axis of the right-handed coordinate system used by H1 iseéfimlie along the direction of the proton
beam with the origin at the nominapinteraction vertex.



resolution ofog/E ~ 0.07/ VE[GeV]®0.01 [25]. Remaining leakage of electromagnetic show-
ers and energy depositions of hadrons are measured in then@agart of the SpaCal. The
accuracy of the polar angle measurement of the scatteretia@ieusing the vertex position and
the BDC (156 < 0 < 175) is 0.5 mrad[[25].

The LAr calorimeter covers the angular regicn<d8 < 154. Its total depth varies between
4.5 and 8 interaction lengths, depending on the polar anljléas an energy resolution of
oe/E ~ 0.50/ VE[GeV] @ 0.02 for charged piond[27]. The LAr calorimeter surrounds the
central tracking system, which consists of multi-wire pydnal chambers and drift chambers,
providing measurements of charged particles with polatesngf 15 < 6 < 165'.

The SpaCal and LAr calorimeters are surrounded by a supgucting solenoid, which
provides a uniform field of 1.15 T parallel to the beam axidmtegion of the tracking system,
allowing track momentum measurements.

The luminosity is determined from the rate of the Bethe-ldefprocessé€p — epy). The
luminosity monitor consists of an electron tagger and a @hatetector, both located down-
stream of the interaction point in the electron beam dioecti

3 Sdection Criteria

The analysis is based on a sample of DIS events with a cledrjetdopology of the hadronic
final state. The events are characterized by an electrotess@dinto the backward calorimeter,
SpaCal, and at least two jets within the acceptance of thedafarimeter. They are triggered
by demanding a localized energy deposition in the SpaCabartdack requirements, which
result in a trigger giciency of (973 + 0.1)% [28].

The scattered electron is identified as the cluster of highesrgy,E. > 9 GeV, in the
electromagnetic part of the SpaCal. In order to select weliified electromagnetic showers,
a cut of 3.5 cm is applied on the energy weighted radius ofetexted clustei [28]. The energy
in the hadronic part of the SpaCal within a radius of 15 cm efghower axis is required to be
less than 0.5 GeV. Moreover, an electron candidate mustdoeiased with a track segment in
the BDC.

The inclusive event kinematics are derived from the energly@olar angle measurements
of the electron candidate. The kinematic range of the aisalysestricted to the lov@?, low-x
region, 5< Q? < 100 GeV and 10 < x < 1072. In addition, the inelasticity = Q?/xs
is restricted to A < y < 0.7, where +/s is theep center-of-mass energy. In the acceptance
region of the SpaCal, the restriction < 0.7 always corresponds to the requiremént >
9 GeV on the energy of the scattered electron. The requiremerD.1 ensures a large central
track multiplicity and hence the accurate reconstructibthe event vertex, which is required
to lie within |z| < 35 cm. The restriction of thg-range also reduces thdéfects of QED
bremsstrahlung.

The requirement oEe > 9 GeV suppresses background from photoproduction pros@sse
which the scattered electron escapes through the beanbypi@a electron signal is mimicked
by a particle from the hadronic final state. This backgrownfiiither reduced by demanding
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35< Ji(Ei — pzi) < 70 GeV. Here the sum runs over the energies and momenta ofallstate
particles including the scattered electron. For fully restoucted events, energy and momentum
conservation implies thgt;(E; — p.;) is equal to twice the energy of the incident electron beam.

Jets are reconstructed in the hadronic center-of-masansigsing the longitudinally boost
invariantk, -algorithm [29] and théer-recombination scheme. The axis of each reconstructed
jetis required to be withirl < n = — In(tang) < 2.5 to ensure that the jets are well contained
within the acceptance of the LAr calorimeter. Finally, a miom transverse jet energly;, of
5 GeV is required. Demanding events with at least two jetswhulfill the criteria listed above
yields a total sample of 36 000 inclusive dijet events.

4 Theoretical Predictions

The available NLO QCD dijet and 3-jet programs provide thgqgrac final state of the hard
subprocess, to which the chosen jet algorithm and selectiorbe applied. A variety of NLO
dijet programs[]30, 31, 32] have been shown to give companasults(|33, 34, 35]. Here we
use a slightly modified version of DISENT[30] in which the cemalization scaley?, may be
set to any linear combination of the two relevant scal@sand Efrz, where the latter represents
the mean transverse energy squared of the two hardest Jeggeformalization scaje is set

to E WhICh for most of the kinematic range under study, is latbanQ?. The factorlzatlon

scaley? is taken to be 70 Gé¥/i.e. the average transverse jet energy squa(rEr,;l ), of the
event sampte The CTEQ6M (CTEQ6L) PDF parameterizations![36] are usecafioNLO
(LO) predictions shown. For NLO 3-jet production, the pragrNLOJET [35] is used.

Theoretical predictions beyond the DGLAP collinear apphgavhich incorporate lowef-
fects by assuming ffierent dynamics for the exchanged parton cascade, areldeditavionte
Carlo event generators. CCFM evolution, basedkofactorized unintegrated parton distri-
butions, is implemented in the CASCADE generator [37] fatiah state gluon showers. An
alternative approach is provided by the ARIADNE Monte C4B8] program, which gener-
ates nork.-ordered parton cascades based on the color dipole nodel4390 Monte Carlo
prediction, including fects due to the resolved hadronic structure of the virtuatgr and
generatind-ordered parton cascades as in the standard DGLAP apprioamis provided by
RAPGAP [40]. RAPGAP can be run with (‘direetesolved’) and without (‘direct’) a resolved
photon contribution and the data are compared with bothastmsh RAPGAP (‘direct’) thus
also allows a comparison with the standard DGLAP approaciuding full simulation of the
hadronic final state.

The LEPTO [41] Monte Carlo program, which models only dinglebton processes within
the standard DGLAP approximation, and ARIADNE are used torede the hadronization
corrections to be applied to the NLO predictions. All Montarld models used here frag-
ment the partonic final state according to the LUND string eiddi2] as implemented in JET-
SET/PYTHIA [43].

3variables measured in the hadronic cms are marked bya*
4DISENT does not aIIovyaf to be varied wan ? event by event.
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CASCADE ARIADNE RAPGAP LEPTO

Version 1.0 4.10 2.8 6.5

Proton PDF JS2001137] CTEQS5L147] CTEQSL CTEQS5L
J200345]

Photon PDF SAS1D [48]

Renorm. scal@? 2+ 3 P, Q@+ 4p;° Q?

Factor. scales? given by ang. ordering pfrz Q>+ 49}2 Q?

Underlying CCFM Color DGLAP DGLAP

model dipole model + y-structure

Purpose Model comp. Model comp.  Model comp.

QED/had. corr. QED caorr. had. corr.
detector corr.  detector corr.

Table 1: Monte Carlo programs employed in the analysis.

Higher order QED corrections are simulated using HERACLE4],[which is directly in-
terfaced to RAPGAP and via the DJANGIO [45] program to ARIADNB6th RAPGAP (direct)
and ARIADNE are used to estimate the corrections for QEDatamh and for detectorfiects
as is outlined in the next section.

The Monte Carlo programs used in the analysis are summairiZeabld, including their
basic settings. The background contribution from photdpation events is estimated with the
PHOJET [49] Monte Carlo program.

5 Correction Procedure

In order to compare data with theoretical predictions, tleasured cross sections are corrected
for detector acceptance and resolution, QED radiatiiects and background contamination.
In addition, hadronization corrections are applied to th€&NQCD calculations. The various
correction factors are determined using the Monte Carloetsadkescribed above. These models
reproduce the gross features of the jet data, as well as nimgateristics of the final state, as
shown in [28]. However, none of the models gives a satisfgai@scription of all aspects
of the hadronic final state. The most important discrepanare found in the jet transverse
momentum spectra. Berences between the Monte Carlo models are used to estiheate t
systematic uncertainties of this procedure.

The corrections are applied to the data after statistidairaation of the remaining pho-
toproduction background. This contamination is estimatsitig the PHOJET Monte Carlo
program. It is concentrated in the loxregion and is everywhere less than 4%.

Detector and QED corrections are estimated using evenergiea with ARIADNE and
RAPGAP (direct) and subjected to a full detector simulatmol event reconstruction. The
final correction factors are taken to be the average of thmatds from these two models. Half
of the diference is included in the systematic uncertainty of the nreasent. For the chosen
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Source of error contributions Variation  Uncertainty

Experimental Hadronic energy scale 4% 7%
SpaCal electromagnetic energy scale 1% 5%
SpaCal hadronic energy scale 7% 2%
Electron Polar angle measurement 0.5 mrad 2%
Model uncertainty — 5-10%
Photoproduction background 30% 1%
Normalization uncertainty — 1.5%

Theoretical Hadronization corrections — 5%
Renormalization scale uncertainty — 10-30%

Table 2: Summary of error contributions and the resultingidgl uncertainties on the dijet
cross section measurements (experimental) and the NLQcpoets (theoretical).

bins purities and stabilities are better than 40% for alagatints. Here, the purity (stability) is
defined as the number of dijet events which are both genesatgdeconstructed in a specific
analysis bin, divided by the total number of dijet eventd @@ reconstructed (generated) in
that bin. The correction factors are in general between@8la?, but reach 1.8 at the lowest
andQ? values due to acceptance constraints in the backward wadtet [28]. Additional minor
corrections are applied to account for triggerfiiaencies.

As mentioned before, hadronization corrections to the DNEEnd NLOJET predictions
are estimated using LEPTO and ARIADNE. The correction fiesctwe determined by compar-
ing the cross sections calculated from the hadronic fing $keadron level) with those predicted
from the partonic final state (LO and QCD parton showersypathe hadronization step. They
are obtained by taking the average of the estimates denwed fEPTO and from ARIADNE.
When applied to the NLO predictions, these correctionsaaflar comparisons between data
and theory at the hadron level. The correction factors ldtweMNLO predictions by typically
10%. Half of the diference between the two models is taken as the systematicoerithe
hadronization correction.

6 Systematic Uncertainties

The diferent error sources and the corresponding uncertaintiéiseodijet cross section mea-
surements are summarized in Table 2. The theoretical wictes on the NLO predictions,
given by the errors on the hadronization corrections anaehermalization scale uncertainty,

are also listed. The latter is estimated by varyinﬁg)etweerE_*sz and 4E*T2.

One of the most important error contributions arises fromuhcertainty in the hadronic
energy measurement used in the jet reconstruction. This soaertainty was estimated to be
4% and leads to an uncertainty of typically 7% on the dijessrsection measurement, with
values increasing up to 20% at large transverse jet eneffiesuncertainty of the electromag-
netic energy scale of the SpaCal is 1% and leads to an errdweattijet cross sections of 5% in
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most of the phase space, reachifid)% at largex, where in some bins it constitutes the largest
contribution to the total systematic error. The influenctehefhadronic energy scale uncertainty
of the SpaCal of 7% is of minor importance. It only enters & determination op;(E; — p.i)
and gives a 2% contribution to the final measurement erroerfar of similar size arises from
the polar angle measurement of the scattered electron.

The diferences between the correction factors when usifigrdnt Monte Carlo models
lead to an error contribution of 5 to 10% throughout the analyzed phase space. The 30%
uncertainty on the absolute normalization of thgbackground contributes up to 1% to the
systematic error on the dijet cross sections.

The total systematic error is determined by summing theviddal contributions in quadra-
ture. A 1.5% normalization uncertainty due to the luminpsitleasurement is not included in
the quoted systematic errors on the cross sections predeerte.

7 Results

7.1 Inclusive Dijet Cross Sections

All measured dijet cross sections are presented afteratorggfor detector and radiativéfects.
They are given multi-dferentially as a function ok, Q> and several dijet observables and
are compared with the DISENT NLO calculations after apmlyiradronization corrections.
NLO calculations of dijet observables become sensitivetoguon radiation when symmetric
selection criteria on the transverse jet energies are epfii4/ 50, 51]. Thus, in addition to
the requiremenE; > 5 GeV for the two highest transverse momentum jets, an adaili
requirement on the most energetic j&t,, = E; ., > (5+ A) GeV, is necessary. This avoids
regions of phase space in which NLO predictions become iabtel FigurdR shows the dijet
cross section as a function of the parametein bins of x and Q2. Within the theoretical
uncertainties, good agreement between the data and the Mdixfions is found for all values
of A. However, an unphysical reduction in the NLO calculatioows forA < 1 GeV. For
comparison the figure also presents the LO DISENT predictdahe parton level. The large
differences between the LO and the NLO predictions, as well dartpe scale uncertainties in
the NLO predictions, indicate the need for higher order kdbuations, especially at low and
low Q7.

Figure[3 shows the dijet cross section as a function of Bjorkén intervals of Q? for
fixed A = 2 GeV. The data show a significant increase towards Ypwvhich is consistent
with the strong rise of the gluon density observed in bstructure function measurements at
HERA [26/52]. No deviation of the data from calculationsngsihe conventional NLO DGLAP
approach is found.The scale uncertainties are sizable and increase towawds lo

Measurements of the dijet cross section fo= 2 GeV as a function ok and|Ar"|

in bins of Bjorkenx and Q? are shown in FigureS 4 afd 5. Within the quoted uncertainties

SMinor differences at lowx andQ? as reported in[[19] are still observed when using CTEQEM [58]older
parameterization of the parton distribution functions.

10



good agreement between data and NLO calculations is oltkezven at small values &,
and|An*|, i.e. in a kinematic region in whichfiects due to lowx dynamics should be most
prominent[17]. The level of agreement is more visible indked® andl7 which show the ratio
of the data to the NLO predictions as a functior&gf, ., and|Ar*| in bins of Bjorkenx andQ?.

ax

The measured dijet cross sections are summarized in Tatd&s 3 addition, all dijet cross
sections shown have been normalized to the total inclusngscsection for each bin. These
dijet rates R, = Ngijet/Npis, are listed in Tabldd 6 {d 8.

7.2 Azimuthal Jet Separation

Insight into lowx dynamics can be gained from inclusive dijet data by studthedg)ehavior of
events with a small azimuthal separatidg,”, between the two hardest jets as measured in the
hadronic center-of-mass systeml[18,17, 16]. Partonsiagtdre hard scattering process with
negligible transverse momentuky, as assumed in the DGLAP formalism, produce at leading
order a back-to-back configuration of the two outgoing jetthw¢* ~ 18CF. Azimuthal jet
separations dierent from 180 occur due to higher order QCOfects. However, in models
which predict a significant proportion of partons enterihg hard process with larde, the
number of events with smallg* increases. This is the case for the BFKL and CCFM evolution
schemes. As an illustration, Figuile 8 shows the uncorrefpedistribution for several intervals

in Q?. The expected steeply falling spectrum is observed withl @téending to small values

of A¢*. This behavior is broadly reproduced by the Monte Carlo mot RAPGAP (direct)
and ARIADNE, which are used to correct the data and estimatehuncertainties in the same
manner as for the ferential cross section measurements.

Large migrations connected with the limited hadronic epeegolution make an extraction
of the dijet cross section at smaly* rather dificult. Thus the ratio

J: Ndijet(A‘/’*’ X, Qz)dAd)*
ngO) Ndijet(Ad)*’ X, Qz)dAd)* ,

S(a) =

of the number of eventllyje: With an azimuthal jet separation af* < « relative to all dijet
events is measured, as proposed.in [16]. This variableasdasctly sensitive to lowk effects.
For the analysis presented here= 120 is chosen, which results in a purity of around 45%
independently ok and Q% and systematic uncertainties of similar size to those orcthss
section measurements.

Figure[® presents th® distribution fore = 120° as a function ok for differentQ?. The
measured values are summarized in Talble 9. For the chagegthe measured values Sfare
of the order of 5% and increase with decreasinghis rise ofS is most prominent in the lowest
Q? bin, where the lowest values afare reached. The NLO dijet QCD calculations predict
values of only~1% and show no rise towards low Low values ofS are expected for the
NLO dijet predictions, since without any restrictions ircaptance, the two most energetic jets
should always be separated by more than = 120°. However, since selection criteria have
to be applied to match the experimental conditions, nonstamg S values arise, due to event
topologies for which some of the jets lie outside the analyziease space. In the same figure
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NLO 3-jet predictions are also shown. These give a good ie&er of the data at larg®? and
largex, but still fail to describe the increase towards Igwparticularly in the lowesg? range.

An informative comparison of the measur&ddistribution with theory is also provided
by models with diferent implementations of higher order QCBeets. Within the DGLAP
approach such a model is provided for example by RAPGAPtJirds shown in Figuré10,
RAPGAP (direct) predicts a much larger ragothan the NLO dijet calculation. However, it
still fails to describe the data in the low-4ow-Q? region. An improved description is achieved
when resolved photon processes are included in RAPGARc{dnesolved). Even with direct
and resolved photon contributions included, RAPGAP falsléscribe the data at very low
andQ?. Note that to obtain this overall level of agreement, it wasassary to choose a rather

large scalei.e. u? = Q* + 4E_*T2, in order to get a large enough resolved photon contribution

If the observed discrepancies are due to the influence okpordered parton emissions,
models based on the color dipole model or CCFM evolution nmayigde a better description of
the ratioS. In Figure[Il the data are therefore compared with the pied&of the ARIADNE
and CASCADE Monte Carlo programs. For CASCADE, the two p&ains presented are
based on the JS2001 ]37] and set 2 of the J2003 [46] uninezbperton distributions, which
differ in the way the smalkk region is treated. For J2003 set 2, the full splitting fuocti
including the non-singular term, is used, in contrast tad&2for which only the singular terms
were considered. Whereas the predictionSansing JS2001 lies significantly above the data,
that based on set 2 of J2003 describes the data rather wed.thad both PDFs describe the H1
structure function data [24]. Hence, the measurement afati@S improves the sensitivity to
the details of the unintegrated gluon distribution. A goeddiption of thes distribution at low
x and lowQ? is also provided by the color dipole model incorporated in ABNE. However,
at higherQ? the ARIADNE prediction falls below the measur8dralues.

8 Conclusion

Inclusive dijet production in deep inelas#gp scattering is measured in the kinematic range
5< Q% <100 GeV, 10* < x < 102 and 01 < y < 0.7. Multi-differential cross section data
are compared with NLO QCD predictions and no significantaléwns are observed within the
experimental and theoretical uncertainties. In the kirteawange studied, the next-to-leading
order DGLAP approach thus provides an adequate theory éaligimge pdijet cross sections
as a function of Bjorkens, Q?, Ex ___and|An*|.

T,max

NLO dijet QCD calculations predict values that are much tme for the ratio,S, of events
with a small azimuthal separation of the two highest trarsvenomentum jets with respect
to the total number of inclusive dijet events. The additldmard emission, provided by the
NLO 3-jet calculations, considerably improves the desimipof the data, but is inghicient at
low x and lowQ?. A similar description of the data is provided by RAPGAP, alDXP-based
QCD model, which matches LO matrix elements for direct asdlked processes fg-ordered
parton cascades. A good description of the measured $adiblow x and Q? is given by the
ARIADNE program, which generates néqordered parton cascades using the color dipole
model. Predictions based on the CCFM evolution equationiskafactorized unintegrated
gluon densities are provided by the CASCADE Monte Carlo paog Large diferences are
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found between the predictions for twdi@irent choices of the unintegrated gluon density, both
of which describe the H1 structure function data and one othvbives a good description of
S. This measurement thus provides a significant constraith@nnintegrated gluon density.
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P

Figure 1: Leading order diagrams for dijet productiom gscattering. (a) photon-gluon fusion
and (b) QCD-Compton process. (c) parton cascade diaggaienotes the transverse momenta
of the exchanged gluons, the fractional longitudinal momentum of the gluon takingtpa
the hard process andss the Bjorken scaling variable.
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Figure 2: Inclusive dijet cross section as given in Téble Bltipiied by (x) and averaged over
andQ?, as a function o\, defined by the requiremehBt , = E; ., > (5+A) GeV. Here(x) and
(Q?) are the mean values of BjorkerandQ? for fully inclusive events in a given bin. The data
are shown together with their statistical uncertaintiaadr error bars) and their statistical and
systematic uncertainties added in quadrature (outer ben®). They are compared with NLO
(LO) dijet QCD predictions using the CTEQ6M (CTEQ6L) parttistribution functions. The
NLO predictions are corrected for hadronizatidfeets. The outer light error band includes the
guadratic sum of hadronization (dark error band) and reabration scale uncertainties on the
NLO predictions.
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Figure 3: Inclusive dijet cross section averaged @eand Bjorkenx for A = 2 GeV (see text).
The data are plotted at the center of each bin and are showrtiveir statistical uncertainties
(inner error bars) and their statistical and systematietamties added in quadrature (outer
error bars). They are compared with NLO (LO) dijet QCD prédits using the CTEQ6M
(CTEQSG6L) parton distribution functions. The NLO predictgare corrected for hadronization
effects. The outer light error band includes the quadratic Sumdronization (dark error band)
and renormalization scale uncertainties on the NLO prextist
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Figure 4: Inclusive dijet cross section far= 2 GeV averaged over Bjorken-Q* andE; .
as given in Tabl€l4, compared with NLO dijet QCD predictiosing the CTEQ6M parton
distribution functions. The data are plotted at the centeaoh bin and are shown together with
their statistical uncertainties (inner error bars) andrtsiatistical and systematic uncertainties
added in quadrature (outer error bars). The NLO predictarascorrected for hadronization
effects. The outer light error band includes the quadratic stimadronization (dark error

band) and renormalization scale uncertainties on the Nlgdiptions.
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Figure 5: Inclusive dijet cross section far= 2 GeV averaged over Bjorkex-Q? and the
pseudorapidity distandar,*| between the dijets as given in Table 5, compared with NLCt dije
QCD predictions using the CTEQ6M parton distribution fumes. The data are plotted at the
center of each bin and are shown together with their stedistincertainties (inner error bars)
and their statistical and systematic uncertainties addeguadrature (outer error bars). The
NLO predictions are corrected for hadronizatidfeets. The outer light error band includes the
quadratic sum of hadronization (dark error band) and reabzation scale uncertainties on the
NLO predictions.
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’ The data are shown together with their
statistical uncertainties (inner error bars) and thetistiaal and systematic uncertainties added
in quadrature (outer error bars). They are compared with Nij€ QCD predictions using the
CTEQ6M parton distribution functions. The theoreticabesrare given by the light error band
representing the quadratic sum of the hadronization (dadk band) and renormalization scale
uncertainties.
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Figure 7. The ratio of the measured inclusive dijet crossiedor A = 2 GeV to the the-
oretical prediction in bins of Bjorkes; Q2 and|An*|. The data are shown together with their
statistical uncertainties (inner error bars) and thetigttaal and systematic uncertainties added
in quadrature (outer error bars). They are compared with NMij€ QCD predictions using the
CTEQG6M parton distribution functions. The theoreticabesrare given by the light error band
representing the quadratic sum of the hadronization (dadk band) and renormalization scale
uncertainties.
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Figure 9: RatidS of the number of events with a small azimuthal jet separdiiari < 120°)
between the two highest transverse momentum jets with cegpthe total number of inclusive
dijet events, as a function of Bjorkenand Q?. The data are plotted at the center of each bin
and are shown together with their statistical uncertasniilener error bars) and their statistical
and systematic uncertainties added in quadrature (outarlers). The data are compared with
NLO QCD predictions for dijet and 3-jet production using BEEQ6M parton distribution
functions. The theoretical errors are given by the lighbeband representing the quadratic
sum of the hadronization (dark error band) and renormadizatcale uncertainties.

25



5<Q%*<10 GeV? i 10<Q*<15 GeV?

! | e H1Data

0L2 | ‘0‘.5””1 0‘.2 | ‘0‘.5””1

15<Q%*<20 GeV? s 20<Q%<30 GeV?

0 . . T . 0 . L .
0.5 1 2 0.5 1 2
X [x 10°] X [x 10°]
S s 30<Q%*<50 GeV? S s 50<Q%<100 GeV?
0.1f 0.1}

—— RAPGAP direct+resolved
[ emee- RAPGAP direct

Figure 10: Ratics of the number of events with a small azimuthal jet separdidar < 120°)
between the two highest transverse momentum jets with cegpthe total number of inclusive
dijet events, as a function of Bjorkenand Q?. The data are plotted at the center of each bin
and are shown together with their statistical uncertasniilener error bars) and their statistical
and systematic uncertainties added in quadrature (outarlers). The data are compared with
predictions from the RAPGAP generator, both with directtphs alone (full line) and with
direct and resolved contributions (dashed line).
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Figure 11: Ratics of the number of events with a small azimuthal jet separdidan < 120°)
between the two highest transverse momentum jets with cegpthe total number of inclusive
dijet events, as function of BjorkexandQ? . The data are plotted at the center of each bin
and are shown together with their statistical uncertasniilener error bars) and their statistical
and systematic uncertainties added in quadrature (outer lears). They are compared with
predictions from a model based on CCFM evolution (CASCADE{] asing two diferentk;-
unintegrated gluon distribution functions, JS2001 (ful€) and set 2 of J2003 (dashed line). In
addition, the data are compared with predictions basedeadlor dipole model (ARIADNE),
which produces-unordered parton showers.
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Q2 x/1074 A d((j;o(;x Ostat Ogyst
[GeV?] [GeV] | [pb/GeV?] | [%] [%]
50 - 1Q0 10 - 17 0 6.1-10° 3 8
1 56-10° 3 7
2 46-10° 3 7
4 2.7-10° 4 8
7 12.-10° 6 9
17 - 30 0 48-10° 3 9
1 43.10° 3 10
2 34.-10° 3 9
4 18.-10° 4 9
7 6.6- 10 5 11
30 - 50 0 23.10° 4 12
1 2.0-10° 4 12
2 15-10° 4 11
4 8.0-10 5 11
7 29.10" 8 13
50 - 100 0 52.10 5 14
1 46-10* 5 13
2 34-10" 5 13
4 1.6-10* 7 12
7 54.10° 10 15
100 - 150 17 - 30 0 17-10° 4 8
1 16-10° 4 8
2 14.-10° 4 9
4 8.7-10 5 9
7 3.7-10 7 8
30 - 50 0 1.3.-10° 3 10
1 1.2-10° 3 9
2 9.1-10 4 9
4 48.10 5 10
7 2.0-10" 7 11
50 - 100 0 59.10 3 13
1 52.10" 3 12
2 4.0-10% 4 12
4 2.0-10 5 12
7 7.3-10° 7 13
100 - 180 0 11.10° 6 12
1 8.8-10° 7 13
2 6.4-10° 7 15
4 33-10° 9 15
7 9.3.107 17 22

Table 3: Inclusive dijet cross section averaged over thensgndicated irxk and Q?, for dif-
ferent values ofA as shown in Figurds 2 adl 3. The measurement is restrictealues/of the
inelasticity variabley between AL < y < 0.7 and to values of the polar angle of the scattered
electron between 186< 6 < 175,
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Q x/10°* A % Ostat  Osyst
[GeV?] [GeV] | [pb/GeV?] | [%] [%]
150 - 200 30 - 50 0 7.8-10" 6 9
1 7.6-104 4 9
2 6.4 10 4 9
4 3.7-10 5 9
7 15.10* 7 10
50 - 100 0 45.10° 4 11
1 40-10 4 12
2 31104 4 11
4 16-10* 5 11
7 5.8-10° 8 12
100 - 220 0 1110 5 12
1 99108 5 13
2 76-10° 5 12
4 38.10° 7 13
7 13-10% | 11 15
200 - 300 30 - 50 0 25.10° 5 8
1 2.4.104 5 8
2 21-10¢ 5 9
4 1410 6 8
7 6.7-10° 9 9
50 - 1Q0 0 29.-10° 3 9
1 27-10¢ 3 9
2 21104 3 10
4 1.2.10* 4 10
7 51-10° 6 10
100 - 330 0 6.2-10° 3 11
1 55108 3 11
2 41-108 3 11
4 22108 4 12
7 9310 7 13
300 - 500 50 - 1Q0 0 1.0-10° 3 8
1 95.10° 3 8
2 82.108 4 10
4 5.4.10° 4 9
7 26-10° 6 10
100 - 5580 0 28 10° 2 10
1 25.108 2 10
2 20-10° 3 11
4 11-10° 3 12
7 47-10 5 13
500 - 1000 100 - 250 0 14-10° 3 9
1 13-10° 3 9
2 11-10° 3 9
4 6.5- 107 4 10
7 28102 6 13
250 — 1000 0 45. 107 3 9
1 4010 3 10
2 32.-107 3 11
4 1.8- 10 4 11
7 7.1-10 6 17
Table[3 continued.
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3
QZ X/l(TA' E‘T’,max (mzddx—c?%( Ostat  Osyst
[Gev?] [Gev] po/GeV] | [6 [
50 - 100 10 - 17 70 - 120 6.8-10* 4 9
120 - 2Q0 12-10 6 12
200 - 300 13-10° 13 16
300 - 600 7.2-10 27 27
17 - 30 70 - 120 55.-10 3 11
120 - 200 6.8-10° 5 14
200 - 300 6.9-10° 13 17
300 - 600 3.0-10 35 25
30 - 50 70 - 120 25.-10 4 12
120 - 2Q0 31-1¢° 8 17
200 - 300 29-1¢? 21 21
50 - 100 70 - 120 56-10° 5 15
120 - 200 6.0-10° 10 17
200 - 300 3.0-10 33 30
100 - 300 17 - 30 70 - 120 55-1C° 6 11
120 - 2Q0 11-10° 7 12
200 - 300 1.0-10° 18 14
300 - 600 54-1¢° 36 22
30 - 50 70 - 120 74-10° 3 11
120 - 200 12-10° 5 13
200 - 3Q0 15-10 11 18
300 - 600 1.0-10 20 25
50 - 10 70 - 120 46-10° 2 12
120 - 2Q0 6.2- 107 4 15
200 - 300 6.1-10 11 18
300 - 600 14-10° 36 24
10 - 330 70 - 120 57-10° 3 14
120 - 200 7.8-10 6 16
200 - 300 46-10° 18 26
300 - 600 0.1-1¢° 69 23
300 - 1000 50 - 100 70 - 120 33-1¢° 4 11
120 - 2Q0 7.8-10 6 14
200 - 3Q0 9.7-10° 17 24
300 - 600 0.3-10° 39 32
100 - 1000 70 - 120 9.3-10 2 11
120 - 2Q0 15-10 3 17
200 - 300 13-10° 9 18
300 - 600 50-107 26 30

Table 4: Inclusive dijet cross section averaged over thinsgndicated inx, Q* andE;
for A = 2 GeV as shown in Figufé 4. The measurement is restricteditevaf the inelastic-
ity variabley between (L < y < 0.7 and to values of the polar angle of the scattered electron

between 156< 4 < 175.
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3

Q2 x/107 |An7*| szgT(a—Am Ostat  Ogyst
[GeV?] [pb/GeV?] | [%]  [%]
50 - 100 10 - 17 00 - 07 23-10° 4 10
07 - 14 19-10° 5 11

14 - 21 1.3-10° 6 9

21 - 28 7.0-10 9 9

28 - 35 2.0-10 18 13

17 - 30 00 - 07 17-10° 4 12

07 - 14 14-10° 4 12

14 - 21 1.0-10° 6 14

21 - 28 51-10° 8 12

28 - 35 1.1-10 17 30

30 - 50 0.0 - 07 85.10 5 14

07 - 14 6.9-10 6 15

14 - 21 46-10° 8 13

21 - 28 1.7-10 13 17

50 - 100 00 - 07 2.0-10 7 14

07 - 14 17-10* 8 16

14 - 21 86-10° 12 22

100 - 3Q0 17 - 30 00 - 07 2.0-10 5 13
07 - 14 15-10* 6 10

14 - 21 1.2-10* 7 10

21 - 28 5.0-10° 11 13

28 - 35 1.8-10° 20 31

30 - 50 0.0 - 07 25.10 4 12

07 - 14 1.9-10* 4 11

14 - 21 14-10 5 11

21 - 28 94.10° 7 11

28 - 35 2.0-10° 13 13

50 - 10 0.0 - 07 15-10* 3 12

07 - 14 1.2-10 3 12

14 - 21 81-10° 5 15

21 - 28 40-10° 7 14

28 - 35 8.8-1(? 16 30

10 - 330 00 - 07 2.1-10° 4 13

07 - 14 1.8-10° 4 15

14 - 21 95.1(? 7 16

21 - 28 22107 13 26

300 - 1000 50 - 100 00 - 07 1.1-10° 6 11
07 - 14 1.1-10° 6 14

14 - 21 6.8-10? 7 12

21 - 28 34107 11 13

28 - 35 1.6-107 21 24

100 - 1000 00 - 07 34-107 3 14

07 - 14 2.7-10? 3 11

14 - 21 1.8-10% 4 13

21 - 28 6.1-10! 6 14

28 - 35 9.1-10° 15 21

Table 5: Inclusive dijet cross section averaged over th@nsgindicated inx, Q? and |An|
for A = 2 GeV as shown in Figufé 5. The measurement is restricteditevaf the inelastic-
ity variabley between (L < y < 0.7 and to values of the polar angle of the scattered electron
between 156< 6 < 175,
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Q2 X/104 A RZ = % Ostat  Ogyst
[GeV?] [GeV] [%] [%]
50 - 1Q0 10 - 17 0 0.031 4 9
1 0.028 4 9

2 0.023 3 9

4 0.014 4 9

7 0.006 6 10

17 - 30 0 0.027 3 9
1 0.024 3 9

2 0.019 3 9

4 0.010 4 10

7 0.004 5 12

30 - 50 0 0.021 4 12
1 0.019 4 12

2 0.014 4 11

4 0.007 5 11

7 0.003 8 13

50 - 100 0 0.015 5 15
1 0.013 5 14

2 0.010 5 14

4 0.004 7 14

7 0.002 10 18

100 - 150 17 - 30 0 0.040 4 8
1 0.037 4 8

2 0.031 4 9

4 0.020 5 10

7 0.009 7 9

30 - 50 0 0.035 3 10
1 0.031 3 9

2 0.024 4 9

4 0.013 5 10

7 0.005 7 11

50 - 1Q0 0 0.027 3 13
1 0.024 4 12

2 0.018 4 13

4 0.009 5 13

7 0.003 7 14

100 - 180 0 0.019 6 15
1 0.016 7 14

2 0.011 7 18

4 0.006 9 20

7 0.002 17 24

Table 6: Dijet rateR, averaged over the regions indicatedjhandx for different values oA.
The measurement is restricted to values of the inelastraitiabley between QL < y < 0.7 and
to values of the polar angle of the scattered electron betdb& < 6 < 175,
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Q2 x/107°4 A R, = % Ostat  Osgyst
[GeVz] [GeV] [%] [%]
150 — 200 30 - 50 0 0.043 6 9
1 0.042 4 8
2 0.035 4 9
4 0.020 5 9
7 0.008 7 10
50 - 1Q0 0 0.041 4 10
1 0.036 4 12
2 0.028 4 11
4 0.015 5 10
7 0.005 8 12
100 - 220 0 0.027 5 13
1 0.024 5 13
2 0.019 5 12
4 0.009 7 14
7 0.003 | 11 17
200 - 300 30 - 50 0 0.056 5 8
1 0.052 5 8
2 0.046 6 8
4 0.030 7 9
7 0.015 9 10
50 - 1Q0 0 0.054 3 9
1 0.049 3 9
2 0.040 3 9
4 0.023 4 10
7 0.010 6 10
100 - 330 0 0.038 3 11
1 0.033 3 11
2 0.025 4 12
4 0.014 4 13
7 0.006 7 15
300 - 500 50 - 1Q0 0 0.068 3 8
1 0.064 3 8
2 0.056 4 9
4 0.036 4 9
7 0.018 6 10
100 - 550 0 0.056 2 10
1 0.051 2 10
2 0.041 3 11
4 0.023 3 12
7 0.009 5 13
500 - 1000 | 100 - 250 0 0.087 3 9
1 0.080 3 8
2 0.067 3 9
4 0.041 4 10
7 0.018 6 13
250 - 1000 0 0.072 3 9
1 0.065 3 10
2 0.052 3 11
4 0.029 4 12
7 0.011 6 18
Table[® continued.
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Q2 X/ 10 E'T',max d S_*izm Ostat  Osyst
[GeV?] [GeV] [Gev1] [%] [%6]
50 - 100 10 - 17 70 - 120 | 35-10%| 3 10
120 - 200 | 49-10*| 6 14
200 - 300 | 68-10°| 13 18
300 - 600 | 36-10° | 27 27
17 - 30 70 - 120 | 31-10%| 3 11
120 - 200 | 31-10*| 5 14
200 - 300 | 40-10°| 13 18
300 - 600 | 1.7-10°%| 35 25
30 - 50 70 - 120 | 23-10%| 4 13
120 - 200 | 23-10*| 8 17
200 - 300 | 26-10°| 21 22
50 - 100 70 - 120 | 16-10°| 5 16
120 - 200 | 1.4-10% | 10 20
200 - 300 | 7.8-10° | 34 36
100 - 300 17 - 30 70 - 120 | 46-10°%| 5 11
120 - 200 | 72-10*| 7 13
200 - 300 | 86-10°| 18 15
300 - 600 | 45-10°| 36 23
30 - 50 70 - 120 | 46-10°| 3 11
120 - 200 | 59-10*| 5 13
200 - 300 | 92-10°| 11 18
300 - 600 | 64-10°| 20 25
50 - 10 70 - 120 | 42-10%| 2 12
120 - 200 | 46-10*| 4 15
200 - 300 | 56-10°| 11 19
300 - 600 | 1.3-10°| 36 25
10 - 330 70 - 120 | 31-10%| 3 14
120 - 200 | 34-10*| 6 17
200 - 300 | 25-10°| 18 27
300 - 600 | 7.0-107 | 69 25
300 - 1000 | 50 - 1Q0 70 - 120 | 77-10°| 4 11
120 - 200 | 15-10%| 6 13
200 - 300 | 23-10%| 17 23
300 - 600 | 7.3-10° | 39 32
100 - 1000 70 - 120 | 74-10%| 2 11
120 - 200 | 95-10*| 3 17
200 - 300 | 11-10%| 9 19
300 - 600 | 40-10°| 26 31
Table 7: Dijet rateR, averaged over the regions indicatedkirQ® andE; . for A = 2 GeV.

The measurement is restricted to values of the inelastraitiabley between AL < y < 0.7 and
to values of the polar angle of the scattered electron betdb& < 6 < 175.
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o x/1074 A il | Soar Oyst
[GeV %] [%]
50 - 100 10 - 17 00 - 07|12-10%] 5 12
07 - 14|95-10° 5 12

14 - 21|65-10° 7 11

21 - 28|35.10° 9 10

28 - 35|99-10%]| 18 13

17 - 30 00 - 07]96-10°3 4 12

07 - 14|80-10° 5 12

14 - 21|58-10° 6 13

21 - 28|29-10%| 8 12

28 - 35|63-10%| 17 31

30 - 50 00 - 07]77-10°3 5 14

07 - 14|63-10° 6 15

14 - 21| 42-10°3 8 15

21 - 28|15-10°% ]| 13 18

50 - 100 00 - 07]57-10°3 7 14

07 - 14| 49-10° 8 17

14 - 21|24-10°% ]| 12 25

100 - 300 17 - 30 00 - 07]17-10°7 5 13
07 - 14| 13-107 6 11

14 - 21|98-10° 7 10

21 - 28|42-10%]| 11 14

28 - 35|15.10%| 20 30

30 - 50 00 - 07|15-10°%] 4 12

07 - 14|12-107 4 11

14 - 21)|88-10° 5 12

21 - 28|58-10° 7 11

28 - 35|12-10°%] 13 13

50 - 10 00 - 07]14-10° 3 12

07 - 14| 11-107 3 12

14 - 21|75-10° 5 15

21 - 28|37-10° 7 14

28 - 35|81-10%| 16 30

10 - 330 00 - 07|12-10°%] 4 13

07 - 14|96-10° 4 15

14 - 21|52-10° 7 18

21 - 28| 12-10°%]| 13 28

300 - 1000 50 - 100 00 - 07[26-10°%] 6 11
07 - 14| 26-107? 6 14

14 - 21|16-102 7 12

21 - 28(79-10%| 11 13

28 - 35|38:-10%| 21 24

100 - 1000 00 - 07]27-10° 3 13

07 - 14|22-107 3 11

14 - 21| 14-107 4 12

21 - 28|49-10%| 6 14

28 - 3573104 15 22

Table 8: Dijet rateR, averaged over the regions indicatedinQ? and|An*| for A = 2 GeV.
The measurement is restricted to values of the inelastraitiabley between AL < y < 0.7 and
to values of the polar angle of the scattered electron betdB& < 6 < 175.
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Q2 x/107 S Ostat Ogyst
[GeVd] [%] [%]
50 - 100 10 - 17 0.086| 8 9
17 - 30 0.053| 9 9
30 - 50 0.049| 13 9
50 - 1Q0 0.038| 21 11
100 - 150 17 - 30 0.056| 11 9
30 - 50 0.048| 13 12
50 - 100 0.039| 15 10
100 - 180 0.022| 33 24
150 - 200 30 - 50 0.066| 13 7
50 - 1Q0 0.050| 15 16
100 - 220 0.039| 23 24
200 - 3Q0 30 - 50 0.086| 16 14
50 - 1Q0 0.051| 12 12
100 - 330 0.043| 15 13
300 - 500 50 - 100 0.058 | 13 10
100 - 550 0.038| 11 16
500 - 1000 100 - 250 0.040| 14 16
250 - 1000 0.038| 13 11

Table 9: Measured rati8 for jets with an azimuthal separation &p* < 120 for A = 2 GeV
as shown in Figurdg 9 f[a1l1. The measurement is restrictealies of the inelasticity variable
y between L < y < 0.7 and to values of the polar angle of the scattered electronees
156 < 0 < 175,
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