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Abstract

Triple gauge-boson couplings γWW and ZWW involving single-photon, single-W
and W-pair production are determined using data samples collected at LEP with the
ALEPH detector at centre-of-mass energies between 183 and 209 GeV. The integrated
luminosity used is 700 pb−1 for the single-photon measurement and 683 pb−1 for the
W channels. Restricting the measurement to C- and P- conserving terms and applying
local SU(2)L × U(1)Y gauge invariance, the measured values of the parameters gZ

1 , κγ

and λγ are :

gZ
1 = 1.001 ± 0.027(stat.) ± 0.013(syst.)

κγ = 0.971 ± 0.055(stat.) ± 0.030(syst.)
λγ = −0.012 ± 0.027(stat.) ± 0.011(syst.)

for single-parameter fits, where the two other parameters are fixed to their Standard
Model values. Results are also presented for the cases where two or all three couplings
are allowed to vary.

An additional analysis using W-pair events is performed to measure the
unconstrained real and imaginary parts of all 14 triple gauge-boson couplings and to
perform an indirect search for a techni-ρ resonance. No deviations from the Standard
Model expectations are observed and the lower limit on the techni-ρ mass is set to
600 GeV/c2 at 95% confidence level.
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1 Introduction

The existence of the triple gauge-boson couplings (TGC) in the Standard Model is a direct
consequence of the SU(2)L × U(1)Y structure of its gauge sector. The measurement of the
TGCs represents a fundamental test of the non-Abelian nature of this model.

The most general Lorentz invariant parametrisation of the γWW and ZWW vertices
can be described by 14 independent complex couplings [1–3], seven for each vertex: gV

1 ,
gV

4 , gV
5 , κV, λV, κ̃V and λ̃V, where V denotes either γ or Z. Assuming electromagnetic

gauge invariance, C- and P-conservation, the set of 14 couplings can be reduced to five real
parameters: gZ

1 , κγ, κZ, λγ and λZ. Precision measurements at the Z resonance at LEP
and SLC also provide bounds on the couplings [4, 5]. However, local SU(2)L × U(1)Y gauge
invariance reduces the relevance of these bounds [4] and introduces the constraints:

κZ = −(κγ − 1) × tan2 θw + gZ
1

(1)
λZ = λγ

where θw is the weak mixing angle. Hence, with the above constraints, only three parameters
remain, with Standard Model values at tree level gZ

1 , κγ=1, and λγ=0 [3]. The typical size
of electroweak radiative corrections is O(10−3) which is an order of magnitude below the
precision of the measurements presented here.

In this letter, the three couplings gZ
1 , κγ and λγ are measured individually with the two

other couplings fixed to their Standard Model values. Fits are also presented where two or
all three couplings are allowed to vary simultaneously.

These measurements are performed using direct W-pair production (e+e− → W+W−) [6],
single-W production (e+e− → Weν) [7] and single-γ production (e+e− → ννγ) [8]. The last
two channels are mainly sensitive to κγ and, to a lesser extent, to λγ. In this letter, the
three final states have been analyzed using data recorded at LEP by the ALEPH detector at
centre-of-mass (CM) energies between 183 and 209 GeV. These results supersede previously
published measurements [9].

In addition, this letter presents results from W-pair events on unconstrained single-
parameter fits to the real and imaginary parts of the six C- and P-conserving TGCs [3],
and updates previous results [9] from single-parameter fits for the eight TGCs which violate
either C- or P-symmetry. Of these eight TGC parameters, six are CP-violating while two,
gγ
5 and gZ

5 , conserve CP. Here unconstrained means that no relationship between the TGC
parameters is assumed. The only assumption is that all TGC parameters are fixed at their
Standard Model values, with the exception of the fitted one.

Finally, limits are set on the mass and width of a techni-ρ resonance, defined to be
the leading vector resonance in strong W+

L W−

L scattering [10–12], where WL denotes a
longitudinally polarized W boson. If the Higgs boson is very heavy – or absent altogether –
then W+

L W−

L scattering becomes strong at high energies.
The quoted statistical errors in the following sections are defined as the 68% confidence

level intervals obtained by integration of the likelihood functions, to accommodate cases with
non-parabolic behaviour of the log-likelihood function.
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2 The ALEPH detector and Monte Carlo generators

A detailed description of the ALEPH detector can be found in [13] and of its performance
in [14]. Charged particles are detected in the central part, which consists of a precision
silicon vertex detector (VDET), a cylindrical drift chamber (ITC) and a large time
projection chamber (TPC), together measuring up to 31 space points along the charged
particle trajectories. A 1.5 T axial magnetic field is provided by a superconducting
solenoid. Charged-particle transverse momenta are reconstructed with a 1/pT resolution
of (6 × 10−4 ⊕ 5 × 10−3/pT) (GeV/c)−1. The tracks used in the present analysis are
reconstructed with at least four hits in the TPC and originate from within a cylinder of
length 20 cm and radius 2 cm coaxial with the beam, centred at the nominal collision point.
The charge confusion probability for a single track is negligible in the relevant momentum
range.

In addition to its rôle as a tracking device, the TPC also measures the specific energy loss
by ionization, dE/dx. It allows low momentum electrons to be separated from other charged
particle species by more than three standard deviations up to a momentum of 8 GeV/c.

Electrons (and photons) are also identified by the characteristic longitudinal and
transverse development of the associated showers in the electromagnetic calorimeter (ECAL),
a 22 radiation-length-thick sandwich of lead planes and proportional wire chambers with fine
read-out segmentation. A relative energy resolution of 0.18/

√
E (E in GeV) is achieved for

isolated electrons and photons.
Muons are identified by their characteristic penetration pattern in the hadron calorimeter

(HCAL), a 1.2 m-thick iron yoke interleaved with 23 layers of streamer tubes, together with
two surrounding double-layers of muon chambers. In association with the electromagnetic
calorimeter, the hadron calorimeter also provides a measurement of the hadronic energy
with a relative resolution of 0.85/

√
E (E in GeV). The specific algorithms used for lepton

identification are described in [6].
The total visible energy is measured with an energy-flow reconstruction algorithm which

combines all the above measurements [14]. The relative resolution on the total visible energy
is 0.60/

√
E (E in GeV) for high multiplicity final states. In addition to the visible-energy

measurement, the energy-flow reconstruction algorithm also provides a list of reconstructed
objects, classified as charged particles, photons and neutral hadrons, and called energy-flow
objects in the following. Unless otherwise specified, these energy-flow objects are the basic
entities used in the present analysis.

Down to 34 mrad from the beam axis, the acceptance is closed at both ends of the
experiment by the luminosity calorimeter (LCAL) [15] and a tungsten-silicon calorimeter
(SICAL) [16] originally designed for the LEP1 luminosity measurement. The dead regions
between the two LCAL modules at each end are covered by pairs of scintillators. The
luminosity is measured with small-angle Bhabha events using the LCAL with an uncertainty
less than 0.5%.

In this letter, the polar angle θ is the angle with respect to the incoming electron beam
direction.

Samples of fully simulated events, reconstructed with the same program as the data, are
used to compute the number of expected candidate events and particle angular distributions
as a function of TGC values. The various signal and background samples provided to the
W-pair and single-W analyses are listed in [6] and [7]. The samples related to the single-γ
analysis are described in [8]. Signal event samples with non Standard Model TGC values were
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generated by reweighting Standard Model events with weights computed by the KoralW [17]
or Excalibur [18] programs.

3 W-pair production analysis

3.1 Event selection and kinematic reconstruction

For the TGC-parameter measurements using W-pair events, the relevant observables are the
WW cross section and the angular distributions of the four fermions. The measurement of
the WW cross section is based on events fulfilling one of the `νqq̄, qq̄qq̄ or `ν`ν selections, as
described in [6]. The qq̄qq̄ selection is regulated by a neural network cut; in this letter the cut
is fixed to 0.4, corresponding to an efficiency of 86% and a purity of 85%. The measurement
of the angular distributions require the determination of the four-vector and electric charge
of the four reconstructed fermions, as detailed in [9]. In order to improve the measurement
of the four-vectors and to reconstruct missing neutrinos a kinematic fit, imposing energy-
momentum conservation, is applied. For final states with leptons the angular analysis is
restricted to events with no lepton at | cos θ| >0.95 . Only events with no reconstructed
tau are included in the `ν`ν final state. In this final state the reconstruction of two missing
neutrinos requires additional constraints: both `ν invariant masses are fixed to the W mass
value. The quadratic nature of the constraints yield a two-fold ambiguity, and the two
possible solutions are folded with an equal weight. In case of a hadronic W decay, the choice
between quark and anti-quark jets is not disentangled and the two possible solutions are
folded. For qq̄qq̄ events, the jet pairing algorithm and W charge assignment probability
(P+) follow the procedure presented in [9]. The correct pairing is selected in about 78% of
the events, out of which 79% have the right W charge assignment. These figures vary by less
than 2% over the CM energy range. The numbers of selected and expected events entering
in the kinematical analysis are given in Table 1.

Table 1: Numbers of selected and expected events for `νqq̄, qq̄qq̄ and `ν`ν channels for all CM energies.

The numbers of expected signal events are also shown. The expected numbers are computed for the Standard

Model values.

Channel `νqq̄ qq̄qq̄ `ν`ν
Data 4190 4748 372

Expected events 4153.8 4877.5 381.8
Signal events 3682.8 4141.4 353.2

For the TGC analysis, the relevant event variables are the five angles :

• θW, the angle between the W− and the initial e− in the W+W− rest frame; its
distributions for the `νqq̄, qq̄qq̄ and `ν`ν decay channels are presented in Fig. 1;

• For each lepton, its polar angle θ∗` (with respect to the W flight direction) and its
azimuthal angle φ∗

` (with respect to the W-pair production plane), in the rest frame of
its parent W; their distributions for the `νqq̄ and `ν`ν decay channels are presented
in Fig. 2;
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• For each quark jet, its polar and azimuthal angles, θ∗

jet and φ∗

jet, in the rest frame of
its parent W; their distributions for the `νqq̄ and qq̄qq̄ decay channels are presented
in Fig. 3.

For illustration, and to facilitate the combination with other LEP Collaborations [19,20],
Table 2 presents the measurement of the cos θW differential cross section. This measurement
is restricted to the eνqq̄ and µνqq̄ final states which have a small background contribution
and a clear W charge signature. The definition of the differential cross section is based on
CC03 diagrams [6] and follows the prescription of [21].

Table 2: Differential cross sections (dσCC03
e/µνqq

/dcos θW) of W-pair production restricted to eνqq̄ and µνqq̄
final states, for different energy ranges. The expected statistical and systematic errors are given.

Energy range
180-184 GeV 184-194 GeV 194-204 GeV 204-210 GeV

cos θW range dσCC03
e/µνqq/dcos θW dσCC03

e/µνqq/dcos θW dσCC03
e/µνqq/dcos θW dσCC03

e/µνqq/dcos θW

(pb) (pb) (pb) (pb)
[−1.0,−0.8] 0.22 ± 0.26 ± 0.01 0.66 ± 0.13 ± 0.01 0.80 ± 0.12 ± 0.01 0.33 ± 0.11 ± 0.01
[−0.8,−0.6] 0.50 ± 0.28 ± 0.02 0.74 ± 0.15 ± 0.02 0.47 ± 0.13 ± 0.01 0.64 ± 0.13 ± 0.01
[−0.6,−0.4] 0.70 ± 0.31 ± 0.02 0.92 ± 0.16 ± 0.02 0.89 ± 0.15 ± 0.01 0.80 ± 0.14 ± 0.01
[−0.4,−0.2] 1.57 ± 0.34 ± 0.03 0.99 ± 0.18 ± 0.02 0.97 ± 0.17 ± 0.02 1.23 ± 0.16 ± 0.02
[−0.2, 0.0] 1.29 ± 0.38 ± 0.02 1.16 ± 0.20 ± 0.02 1.32 ± 0.19 ± 0.02 1.23 ± 0.18 ± 0.02
[0.0, 0.2] 1.95 ± 0.42 ± 0.02 2.13 ± 0.22 ± 0.02 1.89 ± 0.21 ± 0.02 1.79 ± 0.21 ± 0.02
[0.2, 0.4] 2.45 ± 0.46 ± 0.04 2.79 ± 0.25 ± 0.04 2.23 ± 0.24 ± 0.03 2.81 ± 0.23 ± 0.03
[0.4, 0.6] 2.23 ± 0.52 ± 0.05 3.07 ± 0.28 ± 0.05 3.58 ± 0.28 ± 0.05 2.74 ± 0.27 ± 0.05
[0.6, 0.8] 4.54 ± 0.60 ± 0.05 3.85 ± 0.33 ± 0.05 4.43 ± 0.34 ± 0.05 4.19 ± 0.34 ± 0.05
[0.8, 1.0] 6.09 ± 0.71 ± 0.07 5.77 ± 0.41 ± 0.07 6.38 ± 0.43 ± 0.08 8.00 ± 0.44 ± 0.09

3.2 Determination of the TGCs

An optimal observable (OO) analysis [22] employing first and second order observables [23]
for W-pair production in the `νqq̄ (`=e, µ or τ), qq̄qq̄ and `ν`ν (`=e, µ) final states,
is performed to measure the parameters gZ

1 , κγ and λγ under the assumption of local
SU(2)L × U(1)Y gauge invariance. With this method, the sensitive kinematical information
is projected onto one dimensional distributions. Additional information from the measured
total cross section is also included. A detailed description of the OO analysis is presented
in [9].

In addition, a maximum likelihood (ML) analysis is employed to provide the
unconstrained one-parameter limits on the real and imaginary parts of the 14 TGC
parameters and to perform an indirect search for the techni-ρ.

With respect to [9], the ML analysis has been modified to accommodate the τνqq̄,
qq̄qq̄ and `ν`ν final states. The τνqq̄ and qq̄qq̄ final states have a strong dependency on
detector response and reconstruction which is impossible in practice to parameterise using
the formalism of [9]. In order to account for these effects, the log-likelihood function of the
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ML analysis has been replaced for all final states by a function f(g) whose derivative is given
by :

∂f

∂g
=

(

Nobs

Nexp(g)
− 1

)

∂Nexp(g)

∂g
+

Nobs
∑

i=1

[

∂µ(Ω̄i, g)/∂g

µ(Ω̄i, g)

]

− (Nobs − Nb)χ1(g) − Nb β1(g)

where g denotes a TGC parameter, Ω̄ are the reconstructed angles describing a W-pair
event, Nobs (Nexp) is the observed (expected) number of events, Nb is the expected number
of background events, and µ(Ω̄, g) is the signal differential cross-section to lowest order.
The function χ1(g) corrects µ(Ω̄, g) for detector resolution, radiative corrections and all
other effects as provided by the ALEPH simulation. The function β1(g) corrects for the
background contribution. The functions χj(g) and βj(g) are defined for j = 1, 2 by :

χj(g) =
∫

dx̄ ρS(x̄, g)

(

∂µ(Ω̄(x̄), g)/∂g

µ(Ω̄(x̄), g)

)j

, βj(g) =
∫

dx̄ ρB(x̄)

(

∂µ(Ω̄(x̄), g)/∂g

µ(Ω̄(x̄), g)

)j

,

where ρS (ρB) is the true signal (background) probability density function for events passing
the selection criteria. The vector x̄ contains the true values of all the variables required to
specify ρS and ρB, and includes the four-momenta of the final-state fermions as well as the
energies and angles of initial and final-state photons. In practice the functions χ1(g) and
β1(g) are obtained by reweighting fully simulated Monte Carlo events. The statistical error
on the fitted TGC g is given by :

∆g =

(

− ∂ 2f

∂g2

)

−1
√

√

√

√

(Nobs − Nb)2

Nobs N2
exp

(

∂Nexp

∂g

)2

+ (Nobs − Nb)(χ2 − χ2
1) + Nb(β2 − β2

1) .

A function f(g) whose derivative is given by the above expression for ∂f/∂g is a consistent,
unbiased estimator of the TGC parameter g which includes all effects generated by
simulation. The estimator f(g) becomes a genuine log-likelihood estimator of the TGC g,
and the statistical error reduces to the familiar (∆g)2 = (−∂ 2f/∂g2)−1, in the limit that
detector effects, radiative corrections, and background become negligible. This method is
also used to measure the techni-ρ form factor.

3.3 Systematic uncertainties

The systematic uncertainty computation for the OO and ML analyses follows the procedure
defined in [9]. Most of the sources of uncertainty having significant impact on TGC
parameter measurements (luminosity determination, tracking and calorimeter simulation,
hadronization, background contamination, final state interaction) are described in [6]. The
other ones are listed in the following paragraphs.

Beam energy uncertainty

The CM energy uncertainty evaluated by the LEP Energy Working Group [24] is below
40 MeV. This systematic uncertainty is estimated by shifting the CM energy by ±60 MeV
when reconstructing the WW event kinematics. This shift covers also the difference between
the CM energy of simulated events and the actual CM energy.
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WW cross section

The theoretical precision of WW cross section estimates [25] is evaluated by comparing the
predictions of RacoonWW [26] (using double-pole approximation [27]) and YFSWW [28] (based
on leading-pole approximation [29]). A 0.5% systematic uncertainty is assigned.

WW angular shape

As for the W-pair cross section, the angular distributions (mainly cos θW) described in
Section 3.1 are affected by higher order terms. Weights associated with O(α) corrections
are computed using the YFSWW program and applied to the W-pair simulated events. As an
example the value of λγ, the coupling most sensitive to the cos θW distribution, is shifted
by 0.010. The uncertainty on this shift, evaluated from the precision of the theoretical
calculations, is about 0.005 [30, 31]. A comparison of the YFSWW and RacoonWW predictions
yields similar results [32] and is used to assign the systematic uncertainty for the description
of O(α) and missing higher order terms.

Except for the uncertainty due to the simulated statistics, which is computed for all
CM energies, all other systematic uncertainties are evaluated with event samples generated
at 188.6 GeV and propagated to the other CM energies. It was cross-checked that similar
results are obtained with samples generated at 206.7 GeV. A summary of the systematic
uncertainties for the three couplings (gZ

1 , κγ and λγ) and the techni-ρ form factor FT is given
in Table 3.

Table 3: Systematic uncertainties for the couplings gZ
1 , κγ , λγ for all CM energies and all WW channels

combined. The values for the real and imaginary parts of the technipion form factor FT (see Section 3.5)

are also shown.

Source gZ
1 κγ λγ Re(FT ) Im(FT )

Luminosity determination 0.003 0.020 0.003 0.012 0.006
Beam energy 0.001 0.002 0.001 0.001 0.001
WW cross section 0.001 0.015 0.002 0.011 0.006
WW angular shape 0.006 0.012 0.005 0.002 0.004
Hadronization 0.004 0.013 0.002 0.006 0.021
Background contamination 0.001 0.010 0.002 0.003 0.002
Tracking simulation 0.002 0.012 0.002 0.005 0.008
Calorimeter simulation 0.006 0.009 0.004 0.004 0.012
Final state interaction 0.004 0.011 0.003 <0.001 0.006
Simulated statistics 0.002 0.010 0.002 0.009 0.016
Total 0.013 0.037 0.011 0.021 0.032
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3.4 Measurements of the TGC parameters

The individual measurements of gZ
1 , κγ and λγ, for all CM energies, are given in Table 4.

For each measurement, the other couplings are fixed to their Standard Model value. The
results are listed for the three categories of W+W− decays and their combination. The
corresponding log-likelihood curves are shown in Fig. 4.

Table 4: Measured values of the TGC parameters gZ
1 , κγ and λγ are given for the three categories of

W+W− decays and their combination. Statistical and systematic errors are shown. The results at each CM

energy are combined.

Channel gZ
1 κγ λγ

±(stat.) ± (syst.) ±(stat.) ± (syst.) ±(stat.) ± (syst.)

`νqq̄ 1.004+0.032
−0.031 ± 0.007 0.940+0.081

−0.071 ± 0.030 −0.005+0.032
−0.031 ± 0.009

qq̄qq̄ 0.986+0.053
−0.049 ± 0.041 1.090+0.162

−0.128 ± 0.130 −0.048+0.056
−0.051 ± 0.032

`ν`ν 1.044+0.108
−0.113 ± 0.095 1.407+0.277

−0.282 ± 0.230 0.089+0.106
−0.110 ± 0.088

W+W− 1.001+0.027
−0.026 ± 0.013 0.979+0.072

−0.064 ± 0.037 −0.012+0.027
−0.026 ± 0.011

Results from one-parameter fits of the unconstrained real and imaginary parts of the six
TGCs that are both C- and P-conserving are given in Table 5.

Table 5: Measured coupling parameters for the unconstrained real and imaginary parts of the TGC

parameters that are both C- and P- conserving. Also shown are the results for the real and imaginary

parts of the technipion form factor FT (see Section 3.5). The corresponding 95% confidence intervals are

listed in the last column. The Standard Model value for the real part is displayed in the first column while

all imaginary components are equal to zero.

Real Imaginary
Parameter S.M. Fit result 95% confidence Fit result 95% confidence

value ±(stat. ⊕ syst.) level interval ±(stat. ⊕ syst.) level interval

κγ 1 1.071 ± 0.061 [ 0.956, 1.193 ] 0.070 ± 0.087 [ −0.103, 0.236 ]

λγ 0 0.096 ± 0.066 [−0.028, 0.229 ] 0.002 ± 0.071 [ −0.137, 0.142 ]

gγ
1 1 1.123 ± 0.082 [ 0.967, 1.289 ] 0.030 ± 0.104 [ −0.173, 0.231 ]

κZ 1 1.065 ± 0.060 [ 0.949, 1.182 ] 0.053 ± 0.058 [ −0.062, 0.165 ]

λZ 0 0.019 ± 0.054 [ −0.086, 0.125 ] 0.003 ± 0.045 [ −0.086, 0.092 ]

gZ
1 1 1.066 ± 0.076 [ 0.920, 1.214 ] 0.023 ± 0.068 [ −0.110, 0.156 ]

FT 1 0.966 ± 0.049 [ 0.868, 1.061 ] −0.147 ± 0.096 [ −0.332, 0.044 ]
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The results from the one-parameter fits of the real and imaginary parts of the eight TGCs
that violate either C- or P-symmetry are shown in Table 6.

Table 6: Measured coupling parameters for the unconstrained real and imaginary parts of TGCs that violate

either C- or P-conservation. The corresponding 95% confidence intervals are listed in the last column. The

Standard Model values for real and imaginary parts are equal to zero.

Real Imaginary
Parameter Fit result 95% confidence Fit result 95% confidence

±(stat. ⊕ syst.) level interval ±(stat. ⊕ syst.) level interval

κ̃γ −0.088 ± 0.114 [ −0.307, 0.138 ] −0.036 ± 0.061 [ −0.156, 0.084 ]

λ̃γ 0.059 ± 0.087 [ −0.112, 0.223 ] 0.041 ± 0.048 [ −0.053, 0.134 ]

κ̃Z −0.089 ± 0.063 [ −0.209, 0.037 ] −0.034 ± 0.044 [ −0.121, 0.053 ]

λ̃Z 0.064 ± 0.048 [ −0.032, 0.154 ] 0.032 ± 0.035 [ −0.038, 0.101 ]

gγ
4 0.058 ± 0.161 [ −0.261, 0.369 ] 0.051 ± 0.143 [ −0.227, 0.330 ]

gγ
5 −0.043 ± 0.209 [ −0.456, 0.363 ] −0.169 ± 0.245 [ −0.641, 0.312 ]

gZ
4 0.134 ± 0.107 [ −0.080, 0.341 ] 0.102 ± 0.103 [ −0.100, 0.302 ]

gZ
5 −0.064 ± 0.130 [ −0.317, 0.190 ] −0.074 ± 0.153 [ −0.371, 0.225 ]

3.5 The technipion form factor FT and the techni-ρ mass

In analogy with e+e− → π+π− and the ρ resonance, the effect of a techni-ρ resonance on
e+e− → W+

L W−

L can be described by the complex technipion form factor FT [33] :

FT =
M2

ρ − iΓρMρ

M2
ρ − s − iΓρMρ

,

where Mρ and Γρ are the mass and width of the techni-ρ, respectively. Limits are placed on
Mρ and Γρ by measuring the real and imaginary parts of FT .

The results for the one-parameter fits of the real and imaginary parts of the technipion
form factor FT are shown in Table 5. The real/imaginary part of FT is fixed at its Standard
Model value when fitting its imaginary/real part.

In order to convert the measurement of FT into limits on the techni-ρ mass and width,
Mρ >

√
s is assumed. Under this assumption the true values of ∆Re(FT ) = Re(FT )− 1 and

Im(FT ) are always positive, and the one-parameter fit of Re(FT ) is independent of the true
value of Im(FT ) and vice versa. The independence of the one-parameter fits implies that the
central values and errors for Re(FT ) and Im(FT ) can be used to form a binormal distribution
of Re(FT ) and Im(FT ). The 95% confidence limit (CL) contour for this binormal distribution
is shown in Fig. 5a. The solid shaded area in Fig. 5a indicates the allowed 95% CL region
for the true value of FT calculated using the method of Feldman and Cousins [34]. The solid
shaded region of Fig. 5a is mapped onto the (Mρ, Γρ/Mρ) plane in Fig. 5b.
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The solid shaded area in Fig. 5b is the 95% CL allowed region, and implies Mρ > 696 GeV
at 95% CL assuming Γρ/Mρ < 0.5. The techni-ρ mass limit is reduced to Mρ > 600 GeV at
95% CL if values for the width as large as Γρ/Mρ = 1.0 are allowed.

4 Single-W production analysis

Assuming SU(2)L × U(1)Y gauge invariance, single-W event production is sensitive to κγ

and λγ. The TGC measurement is derived from the total rate of single-W events presented
in [7]. The total systematic uncertainties are ±0.061 for κγ and ±0.192 for λγ, dominated
by the uncertainty on the precision on theoretical cross-section computation (5%) [25].

The measured values of the coupling parameters are :

κγ = 0.925+ 0.094
− 0.105(stat.) ± 0.061(syst.)

λγ = −0.168+ 0.424
− 0.269(stat.) ± 0.192(syst.) ,

each measurement being performed with the other coupling set to its Standard Model value.
The corresponding log-likelihood functions are presented in Fig. 6.

5 Single-photon production analysis

Assuming SU(2)L × U(1)Y gauge invariance, independent constrains on κγ and λγ are
obtained in the single photon production. The single-photon event selection, described
in [35], has been applied to all CM energies, corresponding to an integrated luminosity of
700.4 pb−1. A total of 1072 events is found in the data sample, while, for the Standard Model
TGC values, 1142 signal events are expected. For the TGC measurement, the computation
of the associated weights are described in [36].

The discriminating variables used to perform a likelihood fit to the data are the expected
number of events, the scaled photon energy xE = Eγ/Ebeam and the cosine of the polar angle
of the photon |cos θγ|.

The systematic uncertainties are estimated following the procedure described in [9];
the most important contributions are photon energy calibration and theoretical model
uncertainties. The total systematic uncertainty amounts to ±0.16 on κγ and ±0.18 on
λγ. The TGC measured values are :

κγ = 0.95+ 0.30
− 0.25(stat.) ± 0.16(syst.)

λγ = 0.10 ± 0.35(stat.) ± 0.18(syst.) ,

each measurement being performed with the other coupling set to its Standard Model value.
The corresponding log-likelihood functions are presented in Fig. 6.

6 Combined measurements of constrained TGC

parameters

Measurements of gZ
1 , κγ and λγ assuming SU(2)L × U(1)Y gauge invariance, with W-pair,

single-W and single-γ events are combined by adding the log-likelihoods. Single-parameter
fit results are listed in Table 7 and corresponding log-likelihood curves are shown in Fig. 6.
The associated 95% confidence level intervals are :
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0.946 < gZ
1 < 1.061

0.857 < κγ < 1.010

−0.066 < λγ < 0.047.

To study the full correlation between parameters, two- and three-parameter fits, where
two or all three couplings are allowed to vary, were also studied. For the three parameter fit,
results and errors (including the systematic uncertainties) computed as the values for which
the log-likelihood changes by 0.5 units from its minimum value, are summarised in Table 8.
In the same table, the associated correlation matrix evaluated at the local minimum is also
given. Projections on two-dimensional planes of the three-dimensional envelope of the 95%
confidence level volume, representing the integration of the confidence over the corresponding
third coupling, are shown in Fig. 7. The 95% confidence limits of the 2-parameter fits of the
three pairs of couplings (gZ

1 , κγ), (gZ
1 , λγ) and (λγ, κγ) are shown as dashed lines.

Table 7: Measured values of the TGC parameters gZ
1 , κγ and λγ . The statistical and systematic errors are

shown.

Channel gZ
1 κγ λγ

±(stat.) ± (syst.) ±(stat.) ± (syst.) ±(stat.) ± (syst.)

W+W− 1.001+0.027
−0.026 ± 0.013 0.979+0.072

−0.064 ± 0.037 −0.012+0.027
−0.026 ± 0.011

Single-W - 0.925+0.094
−0.105 ± 0.061 −0.168+0.424

−0.269 ± 0.192

Single-γ - 0.950+0.300
−0.250 ± 0.160 0.100 ± 0.350 ± 0.180

Combined 1.001+0.027
−0.026 ± 0.013 0.971+0.057

−0.054 ± 0.030 −0.012+0.027
−0.026 ± 0.011

Table 8: Result of a three-parameter fit for gZ
1 , κγ and λγ using the combined information from W-pair,

single-γ and single-W productions for all CM energies. The combined statistical and systematic errors

are defined as the values for which the log-likelihood changes by 0.5 units from its maximum value. The

corresponding correlations are given in the last column.

Fit result Correlation
Coupling ±(stat.) ± (syst.) gZ

1 κγ λγ

gZ
1 1.042+0.036

−0.048 ± 0.013 1.0 −0.17 −0.62

κγ 0.951+0.060
−0.047 ± 0.030 1.0 −0.15

λγ −0.040+0.036
−0.036 ± 0.011 1.0
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7 Summary and conclusion

The real and imaginary parts of the 14 unconstrained triple gauge-boson couplings
parameters are measured separately using W-pair events collected by the ALEPH detector
at centre-of-mass energies between 183 and 209 GeV. No deviation from the Standard Model
expectation is observed.

The measurement of the three constrained triple gauge-boson couplings gZ
1 , κγ and λγ

have also been performed using W-pair, single-W and single-γ events. The results for single-
parameter fits are :

gZ
1 = 1.001 ± 0.027(stat.) ± 0.013(syst.)

κγ = 0.971 ± 0.055(stat.) ± 0.030(syst.)
λγ = −0.012 ± 0.027(stat.) ± 0.011(syst.) ,

where the two other parameters are fixed to their Standard Model values. Multi-parameter
fits of two or the three couplings have also been performed. The measured values are in
agreement with the Standard Model expectation.

Finally, W-pair events are analysed to probe for the existence of a techni-ρ resonance
through W+

L W−

L production. No deviation from the Standard Model prediction is observed
and the 95% confidence level intervals on the associated technipion form factor are:

0.868 < Re(FT ) < 1.061
-0.332 < Im(FT ) < 0.044 .

This corresponds to a lower limit on the techni-ρ mass of 600 GeV/c2 at 95% confidence
level, assuming that its width is less than its mass.

All measurements are statistically limited. Similar analyses have been performed by
other experiments at LEP [37–40] and at the Tevatron [41].
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Figure 1: Distributions of the cosine of the W− production angle cos θW for a) `νqq̄, b)
qq̄qq̄ and c) `ν`ν channels. For qq̄qq̄ events, each event enters with two solutions in the
distributions with the weights P+ and 1−P+, where P+ is the probability for a di-jet pair to
be a W+. For `ν`ν events, each event enters with two solutions with a weight of 0.5. Data
are represented by solid dots. The solid line shows the Standard Model prediction while
dashed and dashed-dotted histograms display the effect of λγ = +0.2 and λγ = −0.2. The
background contribution is represented by the hatched area.
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` , in the
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Figure 3: Distributions of the polar and azimuthal angles, cos θ∗

jet and φ∗

jet, of the jets in the
rest frame of its parent W for `νqq̄ a) and b) and for qq̄qq̄ c) and d). Within a W boson, the
choice between quark and anti-quark jets is ambiguous. The two (four) possible choices are
filled in the histogram with a weight of 0.5 for the `νqq̄ channel (0.25 for the qq̄qq̄ channel).
Data are represented by solid dots. The solid line shows the Standard Model prediction
while dashed and dashed-dotted histograms display the effect of λγ = +0.2 and λγ = −0.2 .
The background contribution is represented by the hatched area.
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Figure 4: The negative log-likelihood curves of the single-parameter fits in the `νqq̄ (dashed
line), qq̄qq̄ (dotted line) and `ν`ν (dashed-dotted line) channels for the three couplings gZ

1 , κγ

and λγ, measured using W-pair events at all CM energies. The combined result corresponds
to the solid curve. The curve for each coupling is obtained fixing the other couplings to
their Standard Model values assuming SU(2)L × U(1)Y gauge invariance. The systematic
uncertainties are included.
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Figure 5: In (a) the hatched 95% CL ellipse for the measured real and imaginary parts of
the technipion form factor FT is shown centered on (Re(FT ), Im(FT )) = (0.97,−0.15). The
solid shaded area indicates the allowed 95% CL region for the true value of FT calculated
using the Feldman-Cousins method. Points within the solid shaded area of (a) are mapped
onto the (Mρ, Γρ/Mρ) plane in (b). The white region in (b) is thus excluded at 95% CL.
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Figure 6: The negative log-likelihood curves of the single-parameter fits using W-pair (dashed
line), single-W (dashed-dotted line) and single-γ (dotted line) events for the three couplings
gZ

1 , κγ and λγ including all CM energies. The combined result is shown as the solid curve. The
curve for each coupling parameter is obtained fixing the other couplings to their Standard
Model values assuming SU(2)L × U(1)Y gauge invariance. The systematic uncertainties are
included.
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Figure 7: Multi-parameter fits using the combined information from single-γ, single-W and
W-pair events including all CM energies. The solid bars indicate the 95 % confidence level
(CL) intervals for the single-parameter fit assuming the two others at their Standard Model
value. The dashed lines show the 95% confidence level contours of the two-parameter fit.
The shaded area is a projection onto the two-dimensional plane of the three-dimensional
envelope of the 95% confidence level volume. The most probable value is represented by the
star. The Standard Model expectation is represented by a square.
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