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C. Engster, S. Evrard, C.W. Fabjan, F. Formenti, U. Fuchs, A. Gallas-Torreira, A. Garcia Lopez
A. Gheata, M. Gheata7

�
, C. Gonzalez-Gutierrez, R. Grosso5

�
, M. Gruwe8

�
, H.-A. Gustafsson9

�
,

H. Hoedelmoser, P. Hristov, M. Ivanov, P. Jacobs10
�
, L. Jirden, A. Junique, S. Kapusta, W. Kickinger,

W. Klempt, A. Kluge, T. Kuhr11
�
, L. Leistam, J.P. Lo, M. Lopez Noriega, C. Lourenço,

I. Makhlyueva12
�
, J.-C. Marin, P. Martinengo, D. Meunier-Picard, M. Meoni13

�
, M. Morel, A. Morsch,

B. Mota, H. Muller, L. Musa, P. Nilsson, D. Nouais14
�
, F. Osmic, D. Perini, A. Peters3

�
, V. Pinto Morais,

S. Popescu15
�
, F. Rademakers, J.-P. Revol, P. Riedler, W. Riegler, K. Šafařı́k, P. Saiz, K. Schossmaier,
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Summary

The principal objective of this document is to present the computing model of ALICE (A Large Ion
Collider Experiment) at the CERN [1] Large Hadron Collider [2] (LHC) and the current estimates of the
computing resources needed to implement this model. The content of this document is the result of a
long series of consultations and discussions within the ALICE Collaboration and its governing bodies.
At the beginning of 2005, a LHCC review [3] examined the computing resources requested by the LHC
experiments and found these requests reasonable. As expected and announced at the time of the review,
the computing model and the projected computing needs have further evolved as a result of the additional
experience gained in processing the data produced by the Data Challenges.

At the time of writing, we are slightly more than two years away from the first collisions at the LHC.
This is, however, still a long lapse of time because of the fast pace of evolution in the field of Information
Technology. In addition, the anticipated needs for LHC computing are very large. So is the complexity of
the environment required to process the data and make optimal use of the available resources. Therefore,
the deployment and organisation of the software, of the material and of the human resources needed have
to be properly planned. This requirement is particularly critical, since the resources will be distributed in
many centres around the world which will have to work together in a coherent way as a single entity.

In consideration of the above, this document contains the appropriate level of detail to support the
ALICE requests and guide the collaboration in the implementation and deployment of the ALICE soft-
ware and computing infrastructure, ideally without basing the ALICE computing strategy on elements
that can and will still change in the course of the next few years.

The ALICE offline framework (AliRoot) has been under development since 1998. It has provided
inputs for the Technical Design Reports of all ALICE detectors and for the performance and physics
studies presented in the ALICE Physics Performance Report [4]. The AliRoot framework is based on
Object-Oriented technology and depends on the ROOT framework. Although AliRoot already allows
quite detailed and realistic studies of the detector, it is still under intense development.

Advanced code inspection tools have been developed in collaboration with computer science experts,
and these have now been deployed in production. They play an important role in maintaining the quality
and uniformity of the AliRoot code.

Simulation has so far been performed with the GEANT 3 Monte Carlo transport program through
the use of a set of interfaces that allow the transparent implementation of other Monte Carlo transport
programs. The interface to the FLUKA Monte Carlo program has also been validated, and it is being used
in production. In the near future we plan to upgrade the existing interface to the GEANT 4 Monte Carlo
transport program and therefore to discontinue the GEANT 3 program. The geometry is described via a
modeller developed jointly by ALICE and the ROOT team.

A large amount of work has been dedicated to reconstruct trajectories and identify particles. These
tasks are particularly difficult in the context of heavy-ion collisions, as we expect that such collisions
will produce a number of tracks an order of magnitude larger than in proton–proton (pp) collisions and
that the occupancy can be as high as 40% in some regions. The results obtained from the simulation
in terms of efficiency and contamination are very close to the design parameters. More work is being
carried out to consolidate these results in conjunction with the calibration and alignment algorithms, still
under development.

The complete design of the condition infrastructure (calibration and alignment) is ready. Pilot im-
plementations have already been achieved for a few detectors. Validation tests will be performed during
the Physics Data Challenge 2005.

The development of the visualization application has just started and will be continued over the
coming year.

The computing model applies to a ‘Standard Data Taking Year’ (SDTY). During a SDTY, ALICE
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will take heavy-ion data for 106 effective seconds per year (one month), while for the rest of the time,
when the accelerator is active, 107 effective seconds, ALICE will collect proton-proton data. During
the initial phase, we assume that the effective beam time may be less, and increasing luminosity will
progressively become available. However, the exact operation during the first three years, the so-called
‘initial running conditions’, is being periodically reassessed. Our model takes into account this period
through a staging of the deployment of the computing resources, i.e. 20% to be available in 2007 for the
first pp run, 40% for the first Pb–Pb pilot run in 2007, and 100% for the first full Pb–Pb run in 2008, even
if the nominal luminosity is not yet available. This responds to the requirement to delay the acquisition
of hardware as much as possible, every year bringing a reduction in cost that for CPU’s can reach of
30–40%.

The computing model for the pp data is similar to that of the other LHC experiments. Data are
recorded at a rate of 100 MB/s. They are reconstructed quasi on-line at the CERN Tier 0 facility. In
parallel, data are exported to the different Tier 1s outside CERN (hereafter ‘external Tier 1s’), to provide
two copies of the raw data, one stored at the CERN Tier 0 and another copy shared by all the external
Tier 1s. All Tier 1s will have collectively enough resources to perform a second and third reconstruction
pass.

For heavy-ion data this model is not viable, as data are recorded at up to 1.25 GB/s. Such a data
rate would require a prohibitive amount of resources for quasi real-time processing. ALICE therefore
requires that heavy-ion data be reconstructed at the CERN Tier 0 and exported during a period of four
months after data taking. Additional reconstruction passes will be performed at the Tier 1s.

It is customary to assume that scheduled analysis will be performed at Tier 1 centres, while unsched-
uled analysis and simulation will be performed at the Tier 2 centres. On the basis of the experience
gained with the Physics Data Challenges, this hierarchical model, based on the MONARC [5] work,
may be progressively replaced by a more ‘symmetric’ model often referred to as the ‘cloud model’. In
the latter model, the only distinctive features of the Tier 1s, apart from size, are service levels and the
commitment to store the data safely, most likely on mass storage systems.

The choice of the model finally adopted will also depend on the functionality and reliability of the
Grid middleware. Should the middleware have a limited functionality in deciding where to perform the
calculations and where to direct the data, a hierarchical model will be useful in organizing ‘by hand’ the
computing activity. A middleware implementing a set of functionalities closer to the ‘Grid vision’ could
benefit from some more freedom of choice, leading to a usage pattern of the resources similar to the one
predicted by the cloud model.

At the time of writing, the functionality of the Grid middleware that will be installed on the LHC
Computing Grid [6] (LCG) resources is still evolving. The elaboration of the ALICE computing model
has implicitly assumed that a functional middleware will exist, optimizing to some extent the storage
and workload distribution. Based on the experience gained with the ALICE-developed AliEn [7] system,
it is believed that the application of the cloud model is technically possible. Currently, it is planned to
provide the required Grid functionality via a combination of the common Grid services offered on the
LCG resources and the ALICE-specific services from AliEn.

To ease the estimation of required resources, each task has been assigned to a specific Tier, in accor-
dance with the MONARC model. Throughout this document the MONARC terminology will be used to
discuss the different elements.

Finally, it is important to note that all the information contained in this document is provided to the
best of our knowledge. The contents of this document depend on a number of human and technological
factors that are in rapid evolution. We anticipate a qualitative as well as quantitative evolution of the
ALICE computing model.

The document is organized as follows. Chapter 1 contains a description of the data acquisition sys-
tem (DAQ) and of the basic parameters of the raw data. These are fundamental inputs for the computing
infrastructure and the computing model. Chapter 2 provides an overview of the computing framework
together with the condition infrastructure. Chapter 3 describes the ALICE distributed computing en-
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vironment and the ALICE experience with the Data Challenges. Chapter 4 describes the simulation
infrastructure. Chapter 5 illustrates the reconstruction strategy and the current status of the performance
of the algorithms. Chapter 6 contains our current plans for the development of the analysis framework
and some prototype implementation. Chapter 7 describes the ALICE computing model and the projected
computing needs. Chapter 8 presents the organization and funding structure of the ALICE Computing
Project and lists the major milestones of the project.
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1 Basic parameters and raw data structure

1.1 Introduction

This chapter describes the basic parameters of the ALICE data, used as input to the computing model and
resources estimate. A brief description of the ALICE Data Acquisition (DAQ) system is given, together
with a discussion on the Computing Data Challenges.

1.2 Raw data structure

1.2.1 Trigger, Data Acquisition, and High-Level Trigger systems

The architecture of the ALICE Data Acquisition and its interfaces with the Trigger and the High-Level
Trigger are illustrated in Fig. 1.1 and detailed in the ALICE Technical Design Report on Trigger, Data
Acquisition, High Level Trigger, and Control System [1].

Figure 1.1: DAQ architecture overview.

The detectors receive the trigger signals and the associated information from the Central Trigger
Processor (CTP) [2], through a dedicated Local Trigger Unit (LTU) [3] interfaced to a Timing, Trigger
and Control (TTC) system [4]. The Front End Read Out (FERO) electronics of the detectors is interfaced
to the ALICE Detector Data Links (DDLs). The data produced by the detectors (event fragments) are
injected into the DDLs using a common protocol.
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At the receiving side of the DDLs there are PCI-based electronic modules, called DAQ Readout
Receiver Cards (D-RORCs). The D-RORCs are hosted by the front-end machines (commodity PCs),
called Local Data Concentrators (LDCs). Each LDC can handle one or more D-RORCs. The event
fragments originated by the various D-RORCs are logically assembled into sub-events in the LDCs.

The CTP receives a busy signal from each detector. This signal can be generated either in the detector
electronics or from all the D-RORCs of a detector. The CTP also receives a signal from the DAQ enabling
or disabling the most common triggers. It is used to increase the acceptance of rare triggers by reducing
the detector dead-time. This signal is function of the buffer occupancy in all the LDCs.

The role of the LDCs is to ship the sub-events to a farm of machines (also commodity PCs) called
Global Data Collectors (GDCs), where the whole event is built (from all the sub-events pertaining to the
same trigger). The GDCs also feed the Transient Data Storage (TDS) with the events that eventually end
up in Permanent Data Storage (PDS). The PDS is managed by the CERN Advanced Storage Manager
(CASTOR) [5].

All these hardware elements are driven and controlled by the Data Acquisition and Test Environment
(DATE) software framework [6] developed by the ALICE DAQ project. The coherence of the whole
project is ensured by this common software framework composed of different layers of modules. A
bottom layer includes the memory handling, the process synchronization, and the communication mod-
ules. The application layer includes the data-flow applications (detector readout, event building, and data
recording). DATE has been used since several years by many ALICE test beams. Most of the ALICE de-
tectors have already realised a complete integration of their readout system with the DDL and the DATE
software.

The High Level Trigger (HLT) system [1] receives a copy of all the raw data. The data and decisions
generated by HLT are transferred to dedicated LDCs.

1.2.2 Raw data format

The ALICE raw data format is formulated according to the needs of the computing model and following
the architecture of the Trigger, DAQ and HLT systems [1].

The raw data format covers the following pieces of data:

� The event fragment is the block of data as sent by the detector electronics over the ALICE DDL.
A common data format is defined [7] for all the data blocks transferred by every detector readout
electronics over the DDL [8, 9]. This data format contains all the information needed by the DAQ
for the sub-event and event building.

The data format described here is generated by the readout electronics. It covers the mandatory
minimum data format for all the data blocks sent over the DDL and provides the information
required to identify the data in the DAQ system. The identification of a data block and its pro-
cessing is based on the format version, the event identification and the trigger information. The
corresponding fields of the common data format header are therefore mandatory.

In addition, three optional fields are added to the common data format header: the block length,
the event attributes, and the Region Of Interest (ROI) data. Extensions could be defined in the data
themselves.

The format used for the data generated by the CTP is also presented hereafter.

� The sub-event is the block of data resulting from the merging of one or several event fragments.
It is generated by the LDC and is the smallest amount of data that can be monitored in the DAQ
system.

� The event is the assembly of all the sub-events pertaining to the same physics interaction. It is
generated by the GDC.
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1.2.3 Common data format

Data transferred from the front-end electronics to the LDCs is formatted as follows (Fig. 1.2):

� A header describing the associated data block(s), the trigger conditions, the error and status con-
ditions and other information dependent on the readout electronics.

� Zero, one, or more data blocks belonging to the same physics or software trigger may follow the
header. The data blocks are optional and may be skipped if there is no valid data associated with a
given trigger.

Figure 1.2: Common data format header.

The various fields of the common data format header are either loaded using the data transmitted
by the ALICE Trigger system or created locally by the front-end electronics when running without the
ALICE Trigger system (e.g. for standalone tests). The presence or absence of the ALICE Trigger system
is marked by the trigger information unavailable status bit. When running without the ALICE Trigger
system, the information contained in most of the fields is irrelevant.

The fields of Fig. 1.2 marked with a white background (e.g. Block length) are optional and can be left
void if their value is not available or not needed. The fields marked in a grey background (e.g. Format
Version) are mandatory and are filled with their correct value, as defined at the moment the event is
generated. All fields marked MBZ (Must Be Zero) are reserved for future use and are set to zero by the
readout electronics. A description of the individual fields of the common data format header follows.

Block Length

The Block Length is an optional field. It can be filled in by the detector readout electronics to indicate
the total length of the data block including header and payload(s). The length is expressed in bytes being
transferred over the DDL.

Format Version

The Format Version indicates which version of the present data format is used. The presence of this field
will provide backward compatibility in case of change or upgrade.
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L1 Trigger Message

The L1 Trigger Message consists of selected parts of the L1 trigger word [2]. This information is dis-
tributed over the TTC [4] to the detector readout. This field is a direct (bit-by-bit) copy of the first ten
data bits of the L1 Data Message Word 1. It contains the information given in Table 1.1.

Table 1.1: L1 Trigger Message fields.

L1 Trigger Message Data payload of the
field of DDL header L1 Data Message Word 1

Bit 23–20 Spare bits
Bit 20 ClT bit
Bit 19–16 RoC[4...1]
Bit 15 ESR bit
Bit 14 L1SwC bit

Event ID

The LHC clock supplies the event identification in ALICE. This clock is distributed to all the detector
readout units by the TTC system used as trigger distribution network. The current LHC design foresees
3564 bunches in one orbit. The LHC clock identifies each bunch crossing within an orbit and signals
the beginning of a new orbit. Currently the TTC foresees 12 bits for the bunch-crossing number. The
Trigger system includes a cyclic counter of 24 bits to count the orbit. This scheme uniquely identifies
every bunch crossing in a period of more than 20 minutes ( � 224-1 ��� 88 µs = 1476 s = 24 min), which is
sufficient for this purpose. Further identification is added by the DAQ to uniquely identify one event in
a run. The information stored in the Event ID fields (1 and 2) is transmitted by the CTP. It is distributed
over the TTC in a dedicated message part of the L2 accept message and received by the detector readout
electronics through the TTC Rx chips. When running without the ALICE Trigger system, the Event ID 1
field is set to zero and the Event ID 2 contains an incremental, unsigned binary number, to be reset at
front-end electronics reset.

Block Attributes

The Block Attributes is an optional field that can be freely used by the detector groups to encode specific
information.

Participating Sub-Detectors

The mask of participating detectors is a mandatory field. Its information is produced by the CTP only
while handling software triggers. It is distributed over the TTC in a dedicated message part of the
L2 accept message and received by the TTC Rx chips. The received values are copied as is in the
Participating Sub-Detectors field.

Status & Error Bit

This is a mandatory field, to be loaded by the readout electronics under all running conditions. An error
or status condition occurring before, during, or right after the front-end electronics readout is signalled
by setting to one the corresponding bit(s) of this field. The assignment of the individual bits is described
in Table 1.2.
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Table 1.2: Status and error bits definitions.

Bit 12 Trigger overlap error: (L1 received while processing another L1)
Bit 13 Trigger missing error: (L1 received while no L0 received,

or L2a or L2r received while no L1 received)
Bit 14 Data parity error
Bit 16 Control parity error (instruction and/or address)
Bit 17 Trigger information unavailable
Bit 18 Front-end electronics error
Bits 19 to 27 Reserved for future use

Mini-Event ID

The Mini-Event ID is the value of the bunch-crossing counter of the local TTC Rx chip at the time of
the detector readout. It is a mandatory field. When running without the ALICE Trigger system, the
Mini-Event ID field is set to zero.

A local event identification is also included in the common data format for cross-verification with the
global event identification. This local event identification identifies the local value of the LHC clock at
the time the detector has received the L1 trigger signal. It is based on the event identification reduced to
the bunch crossing only, as counted by the TTC Rx chip [10]. The local bunch-crossing counters of all
the TTC Rx chips of the experiment must be synchronous.

A key issue is to resynchronize them at regular intervals to ensure that this synchronism is maintained.
The solution chosen is to use the mechanism foreseen by the TTC system. The local bunch-crossing
counter in the TTC Rx chip can be automatically reset by a fast signal, synchronous with the LHC orbit.
The LHC orbit signal is delivered by the TTCmi module [11]. This signal can then be sent over the
TTC as a short-format broadcast signal. Proper usage and setting of the TTCvi module [12] guarantees
that the TTC Rx chip receives this reset command by the end of the LHC extractor gap. The TTCvi
includes four independently programmable timing signals. The bunch counter reset command uses the
highest-priority programmable timing signal of the TTCvi.

Trigger classes (Low & High)

For physics triggers, the bits encoded in the Trigger classes’ low and high fields are taken as is from the
Trigger Level 2 accept message.

Region Of Interest (ROI) (Low & High)

The ROI data is distributed over the TTC system. The value—if available—should be stored in the ROI
Low and ROI High fields. These fields are optional.

1.2.4 Central Trigger Processor readout and interaction-record data format

The CTP readout and the interaction-record data are generated by the CTP and transmitted to the DAQ
via the DDL. The hardware and the communication procedure are standard—identical to the channels
that transmit the sub-detector readout. The nature of the data, and the timing and rate of their generation,
on the other hand, differ significantly from the sub-detector readout and are formatted by a customized
data format. The CTP readout contributes to the event-building task. It is a redundant channel that carries
exactly the same information broadcast to all the participating sub-detectors (L2a Message) at the time
of L2a decision. It is used by the DAQ system to resolve error conditions.
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The Interaction Record is an aid in pattern recognition. The generation of the record is continuous,
rather than triggered by any CTP or DAQ action. Data do not interfere with any on-line operation—
they only need to be archived for off-line use. Inside the DAQ, data from the CTP are formatted by the
dedicated software to become compatible with the standard readout format used by the sub-detectors.

The CTP readout data format

For each L2a decision, the CTP transmits to the DAQ a data block containing the same information that
is also broadcast to all the participating sub-detectors. The CTP readout block is uniquely marked by
the Block Identifier bit cleared. The CTP readout block is shown in Fig. 1.3. The abbreviations used are
summarized in Table 1.3.

Figure 1.3: CTP readout data format.

Table 1.3: Abbreviations used in the CTP readout data format.

BlockID Block Identifier bit: cleared (0) for the CTP readout
asserted (1) in case of the Interaction Record

BCID[11...0] Bunch-crossing number, part of the Event Identifier
OrbitID[23...0] Orbit number, part of the Event Identifier
ESR Enable Segmented readout flag (RoI option)
L2SwC Software Class L2 trigger status: cleared for the physics

trigger; asserted for the software trigger
L2Cluster[6...1] Cluster [6...1] L2 trigger status flag
L2Class[50...1] Class [50...1] L2 trigger status flag
ClT Calibration Trigger flag
L2Detector[24...1] Detector [24...1] L2 trigger status flag

The CTP sends data blocks of a constant length of seven words to the DAQ. The first three words
always contain the Event Identifier (bunch-crossing and orbit number of the corresponding event). The
remaining words (Word 4–8) carry different information in the case of the physics trigger (L2SwC = 0)
and in the case of the software trigger (L2SwC = 1).
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The interaction-record data format

For every interaction detected, the CTP transmits to the DAQ the bunch-crossing number and the type of
interaction (peripheral or semi-central). These informations are packed together into interaction-record
data block. There is at least one interaction-record data block for each LHC orbit, even if no interaction
has been detected during the orbit. The data format is shown in Fig. 1.4. The abbreviations used are
summarized in Table 1.4.

The first two words of the data block contain the number of the corresponding LHC orbit (24 bits).
They are followed by a string of words containing the numbers (12 bits) of the bunch-crossing at which
the interactions have been detected and the corresponding Interaction-Type (InT) descriptors. One Inter-
action Record is sent to the DAQ every 250 interactions. During a run, the DAQ receives, in sequential
order, the Interaction Record data blocks for all the LHC orbits.

Figure 1.4: Interaction Record data block.

Table 1.4: Abbreviations used in the interaction readout data format.

BlockID Block Identifier bit: clear (0) for the CTP readout
set (1) in case of the Interaction Record

BCID[11...0] Bunch-crossing number, part of the Event Identifier
Err Transmission Error flag
InT Interaction Type flag: cleared (0) for peripheral

and asserted (1) for semi-central interaction

1.2.5 High-Level Trigger readout

The HLT system transfers three kinds of information to the DAQ system:

� The HLT decision tells the DAQ whether an event has to be read out or not. It can take different
values: a rejection, a complete readout, or a partial readout. The HLT decision is implemented as
a refined list of sub-events that have to be read out. This is a refinement of the decision taken by
the Trigger system.
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� The data modified by the HLT data compression. Again, here this will be implemented as a refined
list of subevents: replacing a set of sub-events by another one containing the same data but in a
processed form.

� New data produced by the HLT such as Event Summary Data (ESD).

1.2.6 The DATE ROOT recorder

The requirements for the DATE recorder are the following:

� It is part of the DAQ framework for the dataflow and control aspects.

� It writes the physics data in ROOT format and formats the data into objects.

� It uses CASTOR as Mass Storage System (MSS) and is interfaced to the Grid for the file catalogue
and the metadata repository.

The DATE recorder has therefore the following characteristics:

� The recorder process is started and stopped by the DATE Run Control in synchrony with the rest
of the DAQ system.

� It gets the data as a set of pointer and size to the different subevents which constitute one event
and writes all the data pertaining to the same event into the same file.

� The DATE recorder archives the raw events as one or several streams of C++ ROOT objects in
TDS. The data files are then archived to the CASTOR MSS.

� The ROOT objects are formatted by a library included in the offline software. These objects are
formatted to allow an easy access and an efficient processing by the ALICE Offline reconstruction
software. The objects include a set of physics raw data, and a set of ESD.

� The DATE recorder is also interfaced to the Grid-based run catalogue database that contains in-
formation on the location of the raw events, the description of each recording unit, and some
run-related information (trigger parameters and run conditions).

1.3 Computing data challenges

1.3.1 Introduction

Since 1998, the ALICE team and the CERN/IT division have jointly executed several Computing Data
Challenges (CDCs): cadenced, large-scale, high-throughput, and distributed-computing exercises, whose
goals are to prototype the ALICE Data Acquisition and computing systems, to test hardware and software
components, and to accomplish an early integration of the overall ALICE computing infrastructure.

The first CDC took place in 1998. Six CDCs have been held so far. Year after year, existing com-
ponents have been replaced with new versions and new elements have been introduced in the chain. The
exercise started by using material already deployed at CERN such as Test-Beam Data-Acquisition sys-
tems, Fast-Ethernet, and the Gigabit-Ethernet based backbone and by exercising the system with dummy
data.

As the exercise evolved in time and requirements, the focus has shifted towards a continuous early-
prototyping effort and to the deployment of dedicated, highly-available fabrics, avoiding interference
with other CERN activities whenever possible. The data used during the CDC have evolved into realistic
physics data simulated with the ALICE simulation program.
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Goals of the Computing Data Challenges

The main goals of the CDCs are the following:

� integrate and test the most recent version of all the components of the DAQ fabric and the DAQ
software, its interface with the ALICE offline software, and the Mass Storage System (MSS);

� measure the performance of the complete setup over long periods.

The performance measurements are executed with simulated data pushed through the DATE software
framework. DATE performs a coordinated injection of the simulated data, and the event building. The
data are then formatted with the DATE recorder based on the ROOT I/O package and AliRoot. A data
catalogue is also created during the CDC. This catalogue is based on the Grid software (AliEn). The
Mass Storage System (MSS) used is CASTOR. During these tests, the following items are measured:

� scalability of the DAQ system to control and configure hundreds of computing nodes;

� sustained aggregate throughput of the data transfer and the event-building inside the DAQ for
several hours;

� sustained aggregate throughput data of the whole chain including recording to the permanent data
storage system for seven consecutive days;

� global amount of data being recorded to the permanent data storage system.

The latest available hardware and software version of the following components have been tested:

� network technologies: trunking, backbone switching, Gigabit Ethernet and 10-Gigabit Ethernet;

� commodity hardware: hosts, network interface cards, tape units, and tape robots;

� Several DATE versions have been used to simulate the behaviour and the output of an ALICE-like
experiment;

� ALICE fabric monitoring software (AFFAIR) [1] (page 245) to assess the behaviour of the com-
ponents of the DAQ and the interface to the MSS;

� ALICE Offline software: objectification of raw data, handling of event objects, recording and
interfacing to the MSS;

� CASTOR—deployed on CPU servers, disk servers and tape servers—for MSS functions;

� operating system (Linux) with its kernel, system, user libraries, drivers, file systems (local and
networked), network daemons (standard and custom-designed).

Data traffic in use

The data used during the CDCs are simulated physics raw data for most of the ALICE detectors. These
data are produced with the ALICE simulation program AliRoot [13] before the beginning of the Data
Challenge, then split into several sub-events and injected by several computers into the data acquisition
fabric.

For the purposes of the CDC, data are created by reading special data files into the readout process
memory space during the start-of-run phase and then events are created using these data, as directed by
a fixed configuration sequence. The data flow from the LDCs is created using the Configurable LDC
Emulator (COLE) package. By configuring the sequence of events, their data, and their characteristics,
it is possible to create several different patterns of data traffic: the ALICE data traffic, the ALICE events,
and the ALICE simulated events.
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� The ALICE data traffic is characterized by all LDCs sending a realistic amount of data, similar
to that which they are supposed to send under ALICE running condition. The LDCs, their Net-
work Interface Cards (NIC), and up-links handle realistic data blocks while the GDCs and their
associated network resources are less loaded as they are supposed to be in real-life conditions. On
account of the number of available LDCs (40 instead of 200 in the final DAQ system), one fifth
of the ALICE nominal capacity could be simulated so far. The GDCs therefore handle events five
times smaller than the real ALICE events.

� The ALICE events pattern creates at the output of the GDCs events whose size is equivalent to that
which we expect at the same level under normal ALICE running condition. In this scenario, the
LDCs create and handle events five times bigger than in real life while the GDCs write as much
data as they are expected to do during ALICE heavy-ion data-taking periods.

� Finally, the ALICE simulated events scenario introduces a set of simulated events in the data
stream. In the present implementation, several events are available for the same trigger classes and
this varies the data flow coming from the LDCs quite considerably. During CDC V, this scheme
was adopted for selected types of events (central and semi-central) and for some of the ALICE
detectors (TPC, SDD, SSD, and SPD) for which simulated data are available.

For the three scenarios described above, a fixed sequence of events and trigger types that follows
a distribution similar to that which is expected within the ALICE experiment during heavy-ion runs is
created. This sequence implies the participation of selected detectors according to the trigger classes
associated with each event and partial read-out is also applied for dielectron events.

1.3.2 Performances and results

Results of CDC III and CDC IV can be found in Refs. [14, 15]. Here we report in detail the objectives
and the results of the last two CDCs, CDC V, held in 2003 and CDC VI that took place at the end of 2004
and beginning of 2005.

Figure 1.5 shows the planning of the ALICE Data Challenges as a function of the targeted data rates
through the Data-Acquisition system (DAQ bandwidth) and recorded by the Mass Storage (Mass Storage
bandwidth). The expected available tape bandwidth in the Tier 0 is also shown.

Figure 1.5: ALICE Data Challenge bandwidth planning.
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As indicated in Fig. 1.5, the target is to increase the data rates progressively until something as
close as possible to the final ALICE requirements—in agreement with the available hardware resources
allocated to the exercise—is met. This will happen no later than one year before LHC startup.

As an example of the successfully reached milestones, Fig. 1.6 shows the sustained throughput
achieved during CDC IV in 2002. The final results were a peak rate of 310 MB/s, a sustained aver-
age data rate produced by the DAQ System of 280 MB/s, and 180 TB moved onto the PDS over a period
of seven consecutive days. The CDC IV was also a large-scale test combining 32 and 64 bits machines.

Figure 1.6: Sustained throughput milestone monitoring.

During CDC VI in 2005, higher sustained throughputs have been achieved with 2.5 GB/s of DAQ
bandwidth (see Fig. 1.7) and an average of 450 MB/s to PDS with the RFIO format (see Fig. 1.8).

Figure 1.7: Sustained throughput of the DAQ system.

Figure 1.8: Sustained throughput to CASTOR.
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Another important task during the CDCs is the online physics monitoring. The online physics moni-
toring is a software module developed within the AliRoot program framework. It runs fast physics event-
reconstruction based completely on the available HLT software. The two main goals of the monitoring
are to check the consistency of the raw data coming from the DAQ system and to test the performance of
the HLT algorithms in an environment as realistic as possible. The monitoring code is run in two basic
modes: online and quasi-online. In the online mode, the simulated raw data, after the event building, is
processed and the HLT event summary data is written together with the raw data itself. The preliminary
tests show very good time performance of the monitoring—ranging between 5 s and 10 s for processing
and reconstruction of the TPC and the ITS raw data for central Pb–Pb events. The tracking efficiency de-
pends on the HLT algorithms used and in general is about 5–10% lower than that of the standard ALICE
offline reconstruction. The second operation mode of the online physics monitoring—the quasi-online
one—makes use of the same HLT code, but in addition also runs some parts of the offline reconstruction
chain. In this mode, the monitoring takes the files with raw data events already stored and registered
on the Grid, processes them,and fills series of monitoring histograms. Owing to the flexibility of the
developed framework, the user can be provided with fast feedback related to the quality of the raw data
as well as to the physics performance of an individual sub-detector or the entire ALICE setup.

1.3.3 Future plans

The goals of the next Data Challenge (CDC VII) include the following points:

� realize the test in real conditions with the DAQ setup at the experimental area (LHC point 2) and
the Tier 0 equipment in the computing centre;

� record the data in ROOT format;

� increase the number of pieces of equipment to be read;

� improve the profile of the data traffic including realistic trigger;

� add the contribution from hardware-driven data sources (such as the DDL data pattern generator);

� test new network technologies and topologies;

� further develop and optimize the online physics monitoring framework;

� test the online physics monitoring software for other ALICE sub-detectors;

� achieve higher performance.
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2 Overview of the computing framework

The objective of the ALICE computing framework is twofold: the simulation of the primary pp and
heavy-ion interactions and of the resulting detector response; and the reconstruction and analysis of the
data coming from simulated and real interactions.

When building the ALICE detector, the optimization of the hardware design and the preparation of
the code and computing infrastructure require a reliable simulation and reconstruction chain implemented
by a distributed computing framework. Since few years, ALICE has been developing its computing
framework called AliRoot [1]. This has been used to perform simulation studies for the Technical Design
Reports of all ALICE sub-detectors, in order to optimize their design. It has also been used for the studies
of the ALICE Physics Performance Report to assess the physics capabilities of the ALICE detector and
for the Computing and Physics Data Challenges. A representation of the ALICE detector geometry
within the AliRoot simulation framework is illustrated in Colour Figure I. This chapter describes the
development and present structure of the AliRoot framework.

2.1 The development of AliRoot

The development of the ALICE computing framework started in 1998. At that time, the size and com-
plexity of the LHC computing environment had already been recognized. Since the early 1990s it had
been clear that the new generation of programs would be based on Object-Oriented (OO) techniques [2].
A number of projects were started, to replace the FORTRAN CERNLIB [3], including PAW [4] and
GEANT 3 [5] with OO products.

In ALICE, the computing team developing the framework and the physicists developing physics
software and algorithms are in a single group. This organization has proved effective in improving
communication, and in encouraging the software developers to constantly provide working tools while
progressing towards the final computing system. Thanks to this close collaboration, the ALICE physics
community supported a rapid and complete conversion to OO/C++, under the condition that a working
environment at least as good as GEANT 3, CERNLIB and PAW could be provided quickly.

After a short but intense evaluation period, the ALICE computing team concluded that one such
framework existed, namely the ROOT system [6], which is now the de facto standard of HEP software
and a major foundation of the software of the LHC Computing Grid (LCG) [7] project. The decision to
adopt the ROOT framework was therefore taken and the development of the ALICE computing frame-
work, AliRoot, started immediately, making full use of all the ROOT potential.

This process has resulted in a tightly knit computing team with one single line of development. The
move to OO was completed successfully resulting in one single framework, entirely written in C++ and
soon adopted by the ALICE users. The detector Technical Design Reports and the Physics Performance
Report were written using simulation studies performed with this framework, while the system was in
continuous development. This choice allowed the ALICE developers to address both the immediate
needs and the long-term goals of the experiment with the same framework as it evolved into the final
one, with the support and participation of all ALICE users.

2.2 ROOT framework

The ROOT framework1, schematically shown in Fig. 2.1, provides a set of interacting classes and an
environment for the development of software packages for event generation, detector simulation, event

1In HEP, a framework is a set of software tools that enables data processing. For example CERNLIB was a toolkit to build a
framework. PAW was the first example of integration of tools into a coherent ensemble specifically dedicated to data analysis.
ROOT is a new-generation, Object-Oriented framework for large-scale data-handling applications.
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Figure 2.1: The ROOT framework and its application to HEP.

reconstruction, data acquisition, and a complete data analysis framework including all PAW features. An
essential component of ROOT is the I/O subsystem that allows one to store and retrieve C++ objects and
is optimized for efficient access to very large quantities of data.

ROOT has evolved over the years to become a mature and complete framework, embodying a very
large spectrum of features. It is outside the scope of this document to provide a full description of ROOT.
In the following paragraphs we shall limit ourselves to outlining the major features that are relevant for
the ALICE computing framework.

ROOT is written in C++ and offers integrated I/O with class schema evolution, an efficient hier-
archical object store with a complete set of object containers, a C++ interpreter allowing one to use
C++ as scripting language, advanced statistical analysis tools (multidimensional histogramming, several
commonly used mathematical functions, random number generators, multi-parametric fit, minimization
procedures, cluster finding algorithms etc.), hyperized documentation tools, geometrical modelling, and
advanced visualization tools. The user interacts with ROOT via a graphical user interface, the command
line or script files in C++, which can be either interpreted or dynamically compiled and linked.

ROOT presents a coherent and well integrated set of classes that easily inter-operate via an object
bus provided by the interpreter dictionaries (these provide extensive Run Time Type Information, RTTI,
of each object active in the system). This makes ROOT an ideal basic infrastructure on which an experi-
ment’s complete data handling chain can be built: from DAQ, using the client/server and shared memory
classes, to database, distributed analysis, thanks to the PROOF facility, and data presentation.

The Parallel ROOT Facility [8], PROOF, makes use of the inherent parallelism in event data and
implements an architecture that optimizes I/O and CPU utilization in heterogeneous clusters with dis-
tributed storage. Being part of the ROOT framework, PROOF inherits the benefits of a well-performing
object storage system and a wealth of statistical and visualization tools. Queries are automatically paral-
lelized and balanced by the system which implements a simple but very effective master–worker model.
The results of the queries are joined together by the system and presented to the users.

The backbone of the ROOT architecture is a layered class hierarchy organized in a single-rooted
class library where classes inherit from a common base class ����� �"!$#&% . This has proved to be well suited
for our needs (and indeed for almost all successful class libraries: Java, Smalltalk, MFC, etc.). A ROOT-
based program links explicitly with a few core libraries, and at run-time it loads dynamically additional
libraries as needed, possibly via string activated class initializations (plugins).

One of the key components of ROOT is the CINT C/C++ interpreter. The ROOT system embeds
CINT in order to be able to execute C++ scripts and C++ command line input. CINT also provides
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ROOT with extensive RTTI capabilities covering essentially the totality of C++. The advantage of a
C/C++ interpreter is that it allows for fast prototyping since it eliminates the typical time-consuming
edit/compile/link cycle. Scripts can be compiled on-the-fly from the ROOT prompt with a standard
C/C++ compiler for full machine performance.

ROOT offers a number of important elements that have been exploited in AliRoot as the basis for the
successful migration of the users to OO/C++ programming.

The ROOT system can be seamlessly extended with user classes that become effectively part of the
system. The corresponding libraries are loaded dynamically and the user classes share the same services
of the native ROOT classes, including object browsing, I/O, dictionary and so on.

ROOT can be driven by scripts having access to the full functionality of the classes. For production, it
eliminates the need for configuration files in special formats, since the parameters can be entered via the
setters of the classes to be initialized. This is also particularly effective for fast prototyping. Developers
can implement code working with a script within the same ROOT interactive session. When the code is
validated, it can be compiled and made available via shared libraries, and the development can restart via
scripts. This has been observed to lower the threshold considerably for new C++ users and has been one
of the major enabling factors in the migration of users to the OO/C++ environment.

The ROOT system has been ported to all known Unix variants (including many different C++ com-
pilers), to Windows from 9x to XP, and to Mac OS X.

ROOT is widely used in particle and nuclear physics, notably in all major US labs (FermiLab,
Brookhaven, SLAC), and most European labs (CERN, DESY, GSI). Although initially developed in the
context of particle and nuclear physics, it can be equally well used in other fields where large amounts of
data need to be processed, such as astronomy, biology, genetics, finance, insurance, pharmaceutical, etc.

ROOT is the foundation of the LCG software, providing persistency for LHC data and data analysis
capabilities.

The ROOT system has recently been interfaced with emerging Grid middleware in general. A first
instantiation of this interface was with the ALICE-developed AliEn system [9]. In conjunction with the
PROOF system, this has allowed the realization and demonstration of a distributed parallel computing
system for large-scale production and analysis.

This interface is being extended to other middleware systems as these become available.

2.3 AliRoot framework

2.3.1 The function of AliRoot

The funrcionality of the AliRoot framework is shown schematically in Fig. 2.2. Simulated data are
generated via Monte Carlo event generators. The generated tracks are then transported through the
detector via detector simulation packages such as GEANT 3, FLUKA [10] and GEANT 4 [11]. These
packages generate a detailed energy deposition in the detector, which is usually called a ‘hit’, with a
terminology inherited from GEANT 3. Hits are then transformed into an ideal detector response, which
is then transformed into the real detector response, taking into account the electronic manipulation of
the signals, including digitization. As explained in Chapter 4 on simulation, the need to ‘superimpose’
different simulated events has led us to develop an intermediate output format called ‘summable digits’.
These are high-resolution, zero-threshold digits, which can be summed when different simulated events
are superimposed. Digits are then transformed into the format that will be output by the electronics of the
detectors, called ‘raw’ format. From here on the processing of real or simulated data is indistinguishable.

The data produced by the event generators contain the full information about the generated particles:
Particle Identification (PID) and momentum. As these events are processed via the simulation chain,
the information is disintegrated and reduced to that generated by particles when crossing a detector.
The reconstruction algorithms reconstruct the information about the particle trajectory and identity from
the information contained in the raw data. In order to evaluate the software and detector performance,
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Figure 2.2: Data processing framework.

simulated events are processed through the whole cycle and finally the reconstructed information about
particles is compared with the information taken directly from the Monte Carlo generation.

Fast simulations are ‘shortcuts’ in the whole chain, as indicated by the arrows in the figure. These
increase the speed of the simulation at the expense of the details of the result, and are used for special
studies. The AliRoot framework implements several fast simulation algorithms.

The user can intervene in this framework-driven cycle to implement private code provided it respects
the interfaces exposed by the framework. I/O and user interfaces are part of the framework, as are data
visualization and analysis tools and all procedures and services of general interest. The scope of the
framework evolves with time following the needs and understanding of the users.

2.3.2 Principles of AliRoot design

The basic principles that have guided us in the design of the AliRoot framework are re-usability and mod-
ularity, with the objective of minimizing the amount of unused or rewritten user code and maximizing
the participation of the physicists in the development of the code.

Modularity allows the replacement of parts of the system with minimal or no impact on the rest.
Not every part of the system is expected to be replaced and modularity is targeted at those elements that
could potentially be changed. There are elements that we do not plan to change, but rather to develop in
collaboration with their authors. Whenever an element has to be modular in the sense above, we define
an abstract interface to it. Some major examples are:

' Different transport Monte Carlo’s can be used without change in the scoring or geometry descrip-
tion codes for the different sub-detectors. This is further described in detail in Chapter 4. This is
realized via a set of virtual interfaces that are part of the ROOT system, called Virtual Monte Carlo.

' Different event generators can be used and even combined via a single abstract interface.

' Different reconstruction algorithms for each sub-detector can be used with no effect on the rest of
the code. This includes also the algorithms being developed for HLT, to allow their comparison
with the offline ones. Again this is implemented via abstract interfaces.

The codes from the different detectors are independent so that different detector groups can work
concurrently on the system while minimizing interference.
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Figure 2.3: Schematic view of the AliRoot framework.

Re-usability is the protection of the investment made by the physicist programmers of ALICE. The
code contains a large amount of scientific knowledge and experience and is thus a precious resource. We
preserve this investment by designing a modular system in the sense above and by making sure that we
maintain the maximum amount of backward compatibility while evolving our system.

The AliRoot framework is schematically shown in Fig. 2.3. The central module is STEER and it
provides several common functions such as:

( steering of program execution for simulation, reconstruction and analysis;

( general run management, creation and destruction of data structures, initialization and termination
of program phases;

( base classes for simulation, event generation, reconstruction, detector elements.

The sub-detectors are independent modules that contain the specific code for simulation and recon-
struction while the analysis code is progressively added. Detector response simulation can be performed
via different transport codes via the Virtual Monte Carlo mechanism [12].

The same technique is used to access different event generators. The event generators are accessed
via a virtual interface that allows the loading of different generators at run time. Most of the generators
are implemented in FORTRAN but the combination of dynamically loadable libraries and C++ ‘wrapper’
classes makes this completely transparent to the users.

2.3.3 Data structure design

Object-Oriented design is based on data encapsulation. Data processing in HEP is based on successive
passes on data that is subsequently transformed and analysed. It has been noted that in this case data
encapsulation may lead to tangled relationships between classes, introducing unwanted dependencies
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Figure 2.4: AliRoot whiteboard.

and making the design difficult to evolve. To avoid this problem and still maintain the benefits of Object-
Oriented design, we have decided to exploit the ROOT folder facility to create a data ‘whiteboard’ as
shown in Figure 2.4.

The main idea of the data whiteboard is that I/O is delegated to a set of service classes that read data
from the files and ‘post’ them to a set of ROOT folders with the same semantics as a Unix file system.
The same classes perform the opposite operation and ‘unload’ the data into a file. This has had the double
advantage of concentrating I/O operations in a single set of classes, and simplifying data dependencies
between modules, which therefore remain independent of each other. Figure 2.5 presents the AliRoot
folder structure for the ESD.

2.3.4 Offline detector alignment and calibration model

The ALICE offline calibration and alignment framework will provide the infrastructure for the storage
and the access to the experiment condition data. These include most non-event data and notably the
calibration and alignment information used during reconstruction and analysis. Its design is primarily
driven by the necessity for a seamless access to a coherent set of calibration and alignment information in
a model where data and processing are distributed worldwide over many independent computing centres.

The condition data are contained in ROOT objects stored into read-only ROOT files and registered in
the ALICE file catalogue. Evolution will be handled through versioning, thus avoiding the necessity to
develop a complicated internal synchronization schema. The file catalogue will associate the metadata
describing the condition information with the logical files where the information is stored. These tags
will be the primary method for file access during the production and analysis phase.

The usage of the ROOT I/O object store capabilities together with the navigational, metadata and
distributed access capabilities of the ALICE Grid file catalogue avoids the development of a more com-
plicated but functionally equivalent structure based on distributed relational database systems.
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Figure 2.5: Example of AliRoot ESD folders.

The framework provides a set of classes to access and manipulate the condition objects. These can be
stored in a distributed, Grid-enabled environment or copied onto the local disk of a machine potentially
disconnected from the network. In this case the metadata will be encoded in the file name. The classes
are designed so that, once the access method is specified, no other change in the code is necessary.

The source data for condition information, both static and dynamic will be stored in on-line and
archive databases, which are populated during the detector construction and integration phase and the
data taking periods. These databases include:

) Detector Construction Database (DCDB): Used by individual sub-detector groups during the pro-
duction and integration phase and containing static information on detector elements performance,
localization and identification.

) Experiment Control System (ECS) database: Contains information on the active sub-detector par-
tition during data taking and the function of this partition.

) Data Acquisition (DAQ) database: A repository for data acquisition related parameters and for re-
source assignments to data acquisition tasks: current and stored configurations, current and stored
run parameters.

) Trigger database: Contains the ALICE trigger classes (including the input to the Central Trigger
Processor), and the definition of the trigger masks.

) Detector Control System (DCS) databases: Configuration DB, containing the configuration pa-
rameters for systems and devices (modules and channels), and the front-end configuration (busses
and thresholds); Archive DB containing the monitored detectors and device parameters.

) High-Level Trigger (HLT) database: A TAG/ESD database containing HLT information relevant
for physics studies and offline event selection.

) LHC Machine database: Machine status and beam parameters.
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The alignment and calibration framework will collect the information from the various sources and
make it accessible for offline distributed processing, either via periodic polling or asynchronous access.
The information will be stored in ROOT files published in the ALICE Grid catalogue and annotated with
the proper condition tags in the form of file metadata.

Most of the data flow is uni-directional toward the offline with the exception of the HLT system,
which requires access to the condition data but may also generate them.

The relation of the alignment and calibration procedures and the various sources of condition data
are presented in Fig. 2.6.
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Figure 2.6: Schematic view of the relations of the calibration and alignment procedures to the condition data
sources and the AliRoot and AliEn frameworks.

The update and access frequency to the condition objects will be once per run. The objects, however,
can contain more finely-grained information depending on time, event number or other variables, for
example in the form of a histogram. Each sub-detector will have its own condition storage partition, with
possibly a different granularity and condition parametrization within the objects. There will be partitions
containing information common for all ALICE sub-detectors, for example magnetic field maps and the
LHC machine information. This design has been developed and verified by collecting and analyzing an
extensive set of user requirements and use cases.

The sub-detectors and global alignment framework will be based on the ROOT geometrical modeller
package [13]. The common alignment framework will provide facilities for the retrieval of the right
alignment files and for the ‘correction’ of the position of the detectr elements with the alignment data.
The calibration algorithms are intrinsically detector-specific and therefore their development is under the
responsibility of the sub-detector groups.

At the time of publication of this document, work is going on in parallel on the development of the
framework access classes, the API for gathering information from the various sources of condition data
and detector-specific alignment and calibration code. These will be tested during the distributed Physics
Data Challenges in 2005 and 2006 and will be ready for the start of data taking in April 2007.
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2.3.5 Tag database

The ALICE experiment is expected to produce many petabytes of data per year. Most user analyses are
conducted on subsets of events. Typically, the events are organized into files stored on mass storage
systems. The performance of analysis jobs strongly depends on file management functions such as
finding what files contain the wanted events, locating the files, transferring the files to a convenient
location for analysis and removing the files afterwards, or moving the analysis task to the file location.

ALICE is implementing a system that will reduce the time needed to perform an analysis by providing
to each analysis code only the events of interest as defined by the users themselves. This task will be
performed first of all by imposing event selection criteria within the analysis code and then by interacting
with software that is designed to provide a file-transparent event access for analysis programs. The latter
is derived from a product developed and used by the STAR [14] Collaboration.

This software, called Grid Collector (GC) [15], is designed to provide file-transparent event access for
analysis programs. This software allows users to specify their requests for events as sets of conditions on
physically meaningful attributes, such as triggers, production versions and other tags. The GC resolves
these conditions into a list of relevant events and a list of files containing the events. It is able to locate
the files and transfer the files as needed. Its main components are the Query Interpreter and the Event
Iterator.

* A component called Bitmap Index [16] takes as input the values of selected attributes and generates
indices poiting to the events.

* The Query Iterator takes the selection criteria provided by the users and translates them with the
help of the produced indices into a list of files and events in these files that satisfy the selection.

* The Event Iterator interfaces the analysis framework to the GC. It retrieves the selected events and
and passes them to the analysis code.

The current prototype of the TAG database stores information about several stages of data processing
such as: LHC machine, run and detector information and a set of event features selected by the Physics
Working Groups for fast selection of an event sample from the full data set. All information will be
stored in ROOT files. Two scenarios are considered for their creation:

* ‘On-the-fly’ creation. The TAG files are created by the reconstruction code and registered in the
ALICE file catalogue together with the ESDs.

* ‘Post-processing’. After the produced ESDs are registered, a process will loop over all the regis-
tered files of each run in order to create the tag ROOT files and register them in the ALICE file
catalogue.

We will use the GC Bitmap Index to produce the indices for every attribute stored in these TAG files.
The user uses the GC’s Query Interpreter to have fast and efficient access to the events of interest via a
set of selection criteria on TAG attributes.

2.3.6 LHC common software

The LHC Computing Grid (LCG) was launched in March 2002 following the recommendations of the
LHC Computing Review [17]. Its objective is to provide the LHC experiments with the necessary com-
puting infrastructure to analyse their data. This should be achieved via the realization of common projects
in the field of application software and Grid computing, deployed on a common distributed infrastruc-
ture. The project is divided into two phases, one phase of preparation and prototyping (2002–2005), and
one of commissioning and exploitation of the computing infrastructure (2006–2008).
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An overview Software and Computing Committee (SC2) has organized Requirement Technical As-
sessment Groups (RTAGs) defining requirements. These are received by the Project Execution Board
that organizes the project activity in several workpackages.

ALICE has been very active in the setting up of this structure and ALICE members have served as
chairs for several RTAGs. ALICE has elaborated a complete solution for handling the data, and intends
to continue developing it while collaborating fully with the other experiments in the framework of the
LCG project. ALICE welcomes sharing its software with the other experiments.

In the application area, the LCG project has decided to make ROOT one of the central elements
of its development and ALICE fully supports this decision. ALICE sees its role in the LCG project
as one of close collaboration with the ROOT team in developing base technologies (e.g. geometrical
modeller, Virtual Monte Carlo) which are included directly in ROOT and made available to the other
LHC experiments.

In the Grid technology area ALICE, succesfully deployed and used its AliEn Grid framework. We
are currently working in collaboration with LCG and the other experiments [18] to maximise the use of
the common Grid infrastructure provided by LCG, interfacing the ALICE-specific AliEn services to it.

2.4 Software Development Environment

The ALICE software community is composed of small groups of two–three people who are geograph-
ically dispersed and who do not respond hierarchically to the Computing Coordinator. This affects not
only the organization of the computing project but also the software development process itself as well
as the tools that have to be employed to aid this development.

This situation is not specific to ALICE. It is similar to the other modern HEP experiments. However,
this is a novel situation for HEP. In the previous generation of experiments, during the LEP era, although
physicists from different institutions developed the software, they did a large share of the work while
at CERN. The size of modern collaborations and software teams makes this model impractical. The
experiments’ computing programs have to be developed by truly distributed teams whose members meet
very infrequently.

To cope with this situation, ALICE has elaborated a software process inspired by the most recent
Software Engineering trends, in particular by the extreme programming principle [19]. In a nutshell,
traditional software engineering aims at reducing the occurrence of change via a complete specification
of the requirements and a detailed design before the start of development. After an attentive analysis
of the conditions of software development in ALICE, we have concluded that this strategy cannot suc-
ceed. Therefore, we have adopted more flexible development methods and principles, which are outlined
below:

+ Requirements are necessary to develop the code. ALICE users express their requirements con-
tinuously with the feedback they provide. The computing core team redirects its priorities accord-
ing to the user feedback. This way, we make sure that we are working on the highest priority item
at every moment, thus maximizing the development efficiency. The developers meet at CERN
three times per year during so-called ‘offline weeks’ that play a major role in reviewing the current
state of the project, collecting user requirements and feedback, and planning of future activities.

+ Design is good for evolving the code. AliRoot code is redesigned continuously since the feedback
received from the users is folded directly into the design activity of the core computing team. At
any given time there is a short-term plan to the next development phase, instead of the traditional
long-term static objective.

+ Testing is important for quality and robustness. While component testing is the responsibility
of the groups providing modules to AliRoot, full integration testing is done nightly to make sure
that the code is always functional. At present, the tests are concentrated on the main steps in
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the simulation: event generation and transport, hits, detector response, summable digits, event
merging, and digitization. In addition, the reconstruction is carried on including clusterization,
reconstruction of tracks, vertices, V0 and cascades, particle identification and creation of ESD.
The results of the tests are reported on the Web and are publicly accessible [20].

, Integration is needed to ensure coherence. The AliRoot code is collectively owned with a single
code base handled via the CVS [21] concurrent development tool, where all developers store their
code. The same CVS repository is used by the HLT project to store their algorithms, which are
functionally integrated into the offline code. The AliRoot CVS contains both the production ver-
sion and the latest (development) version. For every module, one or two developers can perform
updates. The different modules are largely independent and therefore, even if a faulty modification
is stored, the other modules still work and the global activity is not stopped. Having all the code
in a single repository allows for a global overview to be easily carried out [22]. A hyperized code
version is also extracted using the ROOT documentation tools [23].

, Discussions are valuable for users and developers. Discussion lists are commonplace in all
computing projects. In ALICE, the discussion list is used to express requirements and evaluate
design. Frequently, important design decisions are initiated by an e-mail discussion thread, in
which all interested ALICE users can participate. Following such discussion, a redefinition of
planning and sharing of work can also occur, thus adding flexibility to the project and allowing it
to address both short-term and long-term needs.

The above development strategy is very close to the one used by successful Open-Source projects
such as Linux, GNU, ROOT, KDE, GSL and so on, making it easy for us to interact with them.

2.5 Maintenance and distribution of AliRoot
The ALICE code is composed of one single OO framework implemented in C++ and with a multitude of
users and developers participating in the design and implementation. Distributed development of such a
large and rapidly evolving code is a challenging task which requires proper organization and tools.

The development model chosen by ALICE implies that any design becomes quickly obsolete since
the development is driven by the most urgent needs of the user community. In this environment it
becomes of particular importance to avoid the risk of an anarchic code development with the introduction
of well-known design errors (see for instance [24]). To keep the code development under control, we
hold regular code and design reviews and we profit from advanced software engineering tools developed
in collaboration with computer science experts, see Section 2.5.1

For this model to work, a specific release policy has been elaborated during the first two years of
existence of AliRoot. It is based on the principle of fixed release dates with flexible scope. Given that
the priority list is dynamically rearranged, it is difficult to define the scope of a given release in advance.
Instead, we decided to schedule the release cycle in advance. The current branch of the CVS repository
is ‘tagged’ every week with one major release every six months or before a major production. The
production branch of the CVS repository is tagged only for new check-ins due to bug fixes.

When a release is approaching, the date is kept fixed, and the scope of what is to be included is
tailored. Large developments are moved to the current branch and only developments that can be com-
pleted within the time remaining are included. The flexible priority scheduling ensures that if a feature
is urgent, enough resources are devoted to make it ready in the shortest possible time. As soon as it is
ready, it is made available via a CVS tag on the active branch.

Special software tools are used to improve and verify the quality of the code. We rely on the ROOT
memory checker [25] for fast detection of memory leaks. Extensive searching for runtime errors is done
using the Valgrind tool [26]. The VTune profiling tool [27] is extremely helpful in the optimization of
the code.
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The installation process of AliRoot is specifically tailored to be efficient and reliable. AliRoot is one
single package that links only to ROOT. Thanks to this minimal dependency, the installation does not
require configuration management tools. A special attempt has been made to be independent from the
specific version of the operating system and compiler. To ensure easy portability to any future platform,
one of our coding rules states that the code must compile without warning on all supported platforms. At
this time, these are Linux IA32 and IA64 architectures, DEC-Unix with True64, Solaris, and Mac OS X.

2.5.1 Code development tools

Very early in the development of AliRoot we decided to acquire tools to help us with code development
and maintenance via a collaboration with computer science experts. We therefore established a collabo-
ration with the IRST [28–30] at Trento, Italy, who were interested in developing state-of-the-art software
engineering tools and to test them in production on a large code.

Distributed and collective code development requires a high degree of uniformity of the code. De-
velopers come and go, and the code and its structure has to be readable and easily understandable. We
realized this very early on and therefore we decided to adopt a small set of coding and programming
rules [31]. It was soon clear that only an automatic tool could verify the compliance of the code with
these rules. This tool has been developed in collaboration with IRST and is currently used to check the
code for compliance. A table of the violations in all modules is published on the Web [32] every day.

Object-Oriented code design and development is best done using formal representation of the code
structure, such as the one provided by the Unified Modelling Language (UML [33]). The problem
with UML is that it is difficult to maintain consistency between the code design and the actual code
implemented. To alleviate this problem, associated with the code checker there is a reverse-engineering
tool that produces UML diagrams for all the AliRoot modules. It is run together with the nightly builds so
that an up-to-date formal representation of the code design is always available. The results are published
on the ALICE offline Web page [34]. This tool is essential in providing a constantly up-to-date design
of the AliRoot code, which is used in code design discussions.

A new project has been established with IRST for the period 2004–2007. The main objectives are to
produce a new set of software engineering tools:

- Automated test case generation. Automated test case generation is used for coverage testing. The
implementation is based on genetic algorithms. All the test cases are considered as individuals of
a population with chromosome-encoded test input values. Test cases are evolved by means of
mutation (e.g., change value) and crossover (e.g., swap input value tails). The fittest individuals
are the test cases that get closest to the target of test execution (for example, covering a given
branch).

- Introduction of Aspect-Oriented programming. This paradigm permits the execution flow to
be intercepted by an aspect in a well-defined point. Several usage scenarios will be investigated by
the project, such as debugging, counting executions instancies and timing of program sections and
memory monitoring.

- Code smell detection. Code smell detection helps in the refactoring of the existing software.
Refactoring is the process of changing a software system in such a way that it does not alter the
external behaviour of the code, while it improves its internal structure. It helps in introducing a
disciplined way to ‘clean-up’ the code, while improving the code design during development and
reducing the risks associated with a fast development of the code. The tool will reveal the most
common design mistakes, called ‘smells’ so that they can be analysed and reduced.



25

3 Distributed computing and the Grid

3.1 Introduction

The ALICE computing model assumes the existence of a functional Grid middleware allowing for effi-
cient, seamless, and democratic access to worldwide-distributed heterogeneous computing and storage
resources. The technical feasibility of this assumption has been demonstrated during the series of Physics
Data Challenges (PDCs) in 2003 and 2004 with the ALICE-developed AliEn [1] system.

Our current plan is to build a similar system making maximum usage of the common Grid services
deployed by LCG [2] and adding the necessary ALICE-specific services derived from the AliEn system.

The experience gained during the data challenges strongly supports a Grid model with minimum
of intrinsic hierarchy and specific resources categories. Intelligent workload scheduling based on the
advertised features of the computing resources and on the job requirements allows for a better utilisation
of the resources with respect to a fixed hierarchy. However, for clarity and to account for the possibility
to have less advanced Grid services, the foreseen computational tasks and classes are categorized below
in a manner that caters to a more commonly accepted ‘tiered’ distributed computing centre architecture.

The tier structure allows for a layered classification whereby, depending on the type of computational
tasks, tasks are assigned to a computing element with a specific functionality. However, it also introduces
a more rigid access to the resources, requiring a higher level of central management and thus increases
the overall cost of the final system in terms of CPU, storage and manpower.

In this chapter a short description of the ALICE distributed computing environment is presented,
with emphasis on the ALICE view of a decentralized Grid structure with advanced functionality. Owing
to the rapid evolution of the Grid, it is expected that the distributed computing environment will undergo
several modifications, especially in the area of the Grid implementation details.

3.2 Distributed computing

The ALICE computing model is driven by the consideration of the large amount of computing resources
which will be necessary to store and process the data generated by the experiment. Detailed description
of the data sizes under different data-taking scenarios are given in Chapter 7.

Since the conceptual design of the LHC [3] experimental programme, it was recognized that the
required data processing and storage resources cannot be consolidated at a single computing centre. It
is more natural, considering both the substantial financial investment involved and the need for expert
human resources, that these resources are distributed at the HEP computing facilities of the institutes and
universities participating in the experiment. The technical side of the decentralized offline computing
scenario has been formalized in the so-called MONARC model [4] schematically shown in Fig. 3.1.
MONARC describes an assembly of distributed computing resources, concentrated in a hierarchy of
centres called Tiers, where Tier 0 is CERN, Tier 1s are the major computing centres which provide a safe
data storage, likely in the form of a mass storage system (MSS), Tier 2s are smaller regional computing
centres. The MONARC model also foresees Tier 3s which are university departmental computing centres
and Tier 4s that are user workstations; however the distinction of these lower Tiers is not relevant in a Grid
model. The major difference between the first three Tiers is the quality of service (QoS) and reliability
of the computing resources at every level, where the highest QoS is offered by the Tier 0/Tier 1 centres.
At the moment of publication of this document, the QoS metrics associated to the different Tiers are still
under discussion.
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Figure 3.1: Schematic view of the ALICE offline computing tasks in the framework of the tiered MONARC
model. The acronyms are explained in the text.

The basic principle underlying the ALICE computing model is that every physicist should have
equal access to the data and the computing resources necessary for its processing and analysis. Thus,
the resulting system will be very complex with hundreds of components at each site with several tens of
sites. A large number of tasks will have to be performed in parallel, some of them following an ordered
schedule, for example the raw data reconstruction, large Monte Carlo production, data filtering and
stripping, and some being largely unpredictable: single-user Monte Carlo production and data analysis.
In order to be used efficiently, the distributed computing and storage resources will have to be transparent
to the end user, essentially looking like a single entity.

The commonality of distributed resources management is being realized under the currently ongoing
development of the Grid [5]. It was conceived to facilitate the development of new applications based
on high-speed coupling of people, computers, databases, instruments, and other computing resources
by allowing “dependable, consistent, pervasive access to high-end resources”. Although the MONARC
model pre-dates the appearance of the Grid concept, its terminology is well adapted to the distribution
of resources that are present in the HEP community and remains very useful for discussing the organi-
zation and relations of the centres. In this document, we shall consider only Tier 0, Tier 1 and Tier 2
functionality.

However, in a well functioning Grid, the distribution of tasks to the various computing centres will
be performed dynamically, based on the availability of resources and the services that they advertise,
irrespective of the assigned Tier level. This picture is an evolution of the MONARC structure, since it is
more flexible and allows for a better optimisation of resource usage. This Tier-free model is sometimes
called ‘Cloud Model’ and it has been adopted as a concept in the development of the AliEn system and
used to exploit the computing capacities offered by the computing centres participating in the ALICE
Grid during the Physics Data Challenges.

The ALICE computing model foresees that one copy of the raw data from the experiment will be
stored at CERN (Tier 0) and a second copy will be distributed among the external (i.e. not at CERN)
Tier 1 centres, thus providing a natural backup. Reconstruction to the Event Summary Data (ESD)
level will be shared by the Tier 1 centres, with the CERN Tier 0 responsible for the first reconstruction
pass. Subsequent data reduction to the Analysis Object Data (AOD) level, analysis and Monte Carlo
production will be a collective operation where all Tier 1 and 2 centres will participate. The Tier 1s will
perform reconstruction and scheduled analysis, while the Tier 2s will perform Monte Carlo and end-user
analysis.

Grid technology holds the promise of greatly facilitating the exploitation of LHC data for physics
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research and ALICE is very active on the different Grid test-beds and worldwide projects [2], [6], where
Grid middleware prototypes are deployed. The objective of this activity is to gain experience with all
systems, representing a reasonable amount of computing resources, and ultimately assemble a comput-
ing environment which is able to fulfil the collaboration needs in terms of offline data production and
analysis.

This activity, both very useful and interesting in itself, is faced with the different levels of matu-
rity and functionality of the deployed middleware and its various flavours emerging from different Grid
projects and communities. Any middleware currently available is largely a result of leading-edge com-
puter science research and is therefore still rather far from production quality. Moreover, there are no
commonly adopted inter-Grid communication standards and the development in different projects is fol-
lowing very different paths and software standards, even if the functionality which is aimed at is very
similar.

The emerging heterogeneous picture is rather unfavourable, since the computing resources to be
exploited by the experiments like ALICE are presented in the form of non-conformal Grid implementa-
tions. In addition, owing to the multitude of projects working independently on a solution to essentially
the same problems, the most complex tasks to be executed on the Grid, e.g. distributed data analysis,
cannot be adequately addressed.

Faced with this situation, the LHC experiments are developing a very similar approach, although on
parallel lines. They are planning to deploy services offering a homogeneus view of the Virtual Organi-
sation corresponding to the experiment, while these services are in turn interfaced to the different Grid
flavours deployed on the resources offered to the experiment by the funding agencies. In a non-dissimilar
way, ALICE is planning to use some of the AliEn services to interface with the different Grids. It is of
course in the best of ALICE’s interest to minimise the amount of experiment specific services that we
will have to deploy and maintain ourselves, maximising the use of the common Grid services deployed
and maintained by the computing centres.

3.3 AliEn, the ALICE interface to the Grid

The AliEn (AliCE Environment) framework has been developed with the aim of offering to the ALICE
user community a transparent access to computing resources distributed worldwide through a single
interface. During the years 2001–2004 AliEn has provided a functional computing environment fulfilling
the needs of the experiment in its preparation phase. AliEn was primarily conceived as the ALICE user
entry point into the Grid world, shielding the users from its underlying complexity and heterogeneity.
Through interfaces, it can use transparently resources of different Grids developed and deployed by
other groups. This advanced concept has been successfully demonstrated during the ALICE Physics
Data Challenge ’04 (PDC’04), where the resources of the LCG and INFN Grids were accessed through
interfaces. Approximately 11% of the computing resources used in PDC’04 were provided by the LCG
and INFN Grids. In the future, the cross-Grid functionality will be extended to cover other Grid flavours.
In addition, AliEn has been engineered to be highly modular, and individual components can be deployed
and used in a foreign Grid, which is not adapted to the specific computational needs of ALICE, thus
achieving an efficient use of the available resources.

The system is built around Open Source components and uses a Web Services model [7] and standard
network protocols. Less than 5% is native AliEn code (mostly code in PERL), while the rest of the code
has been imported in the form of Open Source packages and modules.

Web Services play the central role in enabling AliEn as a distributed computing environment. The
user interacts with them by exchanging SOAP (Simple Object Access Protocol) messages and they con-
stantly exchange messages between themselves behaving like a true Web of collaborating services. AliEn
consists of the following components and services: authentication, authorization and auditing services;
workload and data management systems; file and metadata catalogues; the information service; Grid and
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job monitoring services; storage and computing elements. A schematic view of the AliEn services, their
location and interaction with the native services at the computing centres is presented in Fig. 3.2.

The AliEn workload management system is based on the so-called ‘pull’ approach. A service man-
ages a common task queue, which holds all the jobs of the ALICE Virtual Organization (VO). On each
site providing resources for the ALICE VO, Computing Element (CE) services act as ‘remote queues’
giving access to computational resources that can range from a single machine, dedicated to running a
specific task, to a cluster of computers in a computing centre, or even an entire foreign Grid. When jobs
are submitted, they are sent to the central queue. The workload manager optimizes the queue taking into
account job requirements such as the input files needed, the CPU time and the architecture requested,
the disk space request and the user and group quotas. It then makes jobs eligible to run on one or more
computing elements. The CEs of the active nodes get jobs from the central queue and deliver them to the
remote queues to start their execution. The queue system monitors the job progress and has access to the
standard output and standard error.

Input and output associated with any job are registered in the AliEn File Catalogue (FC), a virtual
file system in which logical names, with a semantics similar to the Unix file system, are assigned to
files. Unlike real file systems, the FC does not own the files; it only keeps an association between one or
possibly more Logical File Names (LFN) and (possibly more than one) Physical File Names (PFN) on a
real file or mass storage system. The correspondance is kept via the Global Unique file IDentifier (GUID)
stored in the FC. The FC supports file replication and caching and it provides the information about file
location to the RB when it comes to scheduling jobs for execution. These features are of particular
importance, since similar types of data will be stored at many different locations and the necessary data
replication is assumed to be provided transparently and automatically by the Grid middleware. The AliEn
file system associates metadata with LFNs.

ALICE has used the system for distributed production of Monte Carlo data, reconstruction and anal-
ysis at over 30 sites on four continents. The round of simulation, reconstruction and analysis during the
PDC’04 was aimed at providing large amounts of simulated data for physics studies as well as testing the
main components of the ALICE computing model. During the data challenge, more than 400 000 jobs
were successfully run worldwide from the AliEn Task Queue (TQ), producing 40 TB of data. Computing
and storage resources were available both in Europe and the US. The amount of processing needed for
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Figure 3.2: Schematic view of the AliEn basic components and deployment principles.
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a typical production is in excess of 30 MSI2k . s to simulate and digitize a central Pb–Pb event. Some
100 000 high-multiplicity Pb–Pb events were generated for each major production. This is an average
over a very large range since peripheral events may require one order of magnitude less CPU, and pp
events two orders of magnitude less. The Pb–Pb events are then reprocessed several times superimposing
known signals, in order to be reconstructed and analysed. Again there is a wide spread in the time this
takes, depending on the event, but for a central event this needs a few MSI2k . s. Each Pb–Pb central
event occupies about 2 GB of disk space, while pp events are two orders of magnitude smaller. The total
amount of CPU work during PDC’04 was 750 MSI2k . h. The relative contribution of the computing
centres, participating in the ALICE Grid during PDC’04 is shown in Fig. 3.3.

The Grid user data analysis has been tested in a limited scope using tools developed in the context of
the ARDA project [8] (the gShell interface to the FC and the analysis tools based on it). Two approaches
were prototyped and demonstrated: the asynchronous (interactive batch approach) and the synchronous
(true interactive) analysis.

The asynchronous model has been realized by extending the ROOT [9] functionality to make it Grid-
aware. As the first step, the analysis framework has to extract a subset of the datasets from the file
catalogue using metadata conditions provided by the user. The next part is the splitting of the tasks
according to the location of datasets. Once the distribution is decided, the analysis framework splits the
job into sub-jobs and inserts them in the AliEn TQ with precise job descriptions. These are submitted
to the local CEs for execution. Upon completion, the results from all sub-jobs are collected, merged and
delivered to the user. This model has been shown to work with satisfactory results, but more attention
has to be devoted to the optimisation of the load on the FC, when many simultaneous large user queries
are performed and the fault-tolerance of the merging mechanism when some of the sub-jobs fail.

The synchronous analysis model requires a much tighter integration between ROOT and the Grid
services, where the framework should be able to execute in parallel and in real-time all sub-jobs asso-
ciated to the main user job. In addition, the system should automatically scale the number of running
processes to the amount of available resources at the time of execution. The model relies on extending

Figure 3.3: Relative CPU and storage contribution by the participating sites during the PDC’04.
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Figure 3.4: Setup and interaction with the Grid middleware of a user PROOF session distributed over many
computing centres.

the functionality of PROOF [10] – the Parallel ROOT Facility. The PROOF interface to Grid-like ser-
vices is presently being developed, focusing on authentication and the use of the FCs, in order to make
both accessible from the ROOT shell.

In the conventional, single-site setup, PROOF workers are managed by a PROOF master server,
which distributes tasks and collects results. In a multi-site setup, each site running a PROOF environment
will be seen as a PROOF worker for a PROOF master running on the user machine. The PROOF master
has therefore to implement the functionality of a master and a worker at the same time. This concept is
illustrated in Fig. 3.4. AliEn classes used for asynchronous analysis as described earlier can be used for
task splitting in order to provide the input data sets for each site that runs PROOF locally.

The AliEn-PROOF-based system for distributed synchronous analysis will be used for a rapid eval-
uation of large data samples in a time-constrained situation, for example the evaluation of the detector
calibration and alignment at the beginning of a data-taking period. This will allow for an efficient plan-
ning of critical analysis tasks, where the predictability of the execution time is very important. As such
it is an essential building block of the ALICE computing model.

3.4 Future of the Grid in ALICE

The experience with the AliEn Grid middleware has been instrumental in shaping the ALICE computing
model. The technical feasibility of a functional Grid, effectively managing thousands of processors
and hundreds of terabytes of storage, distributed over many computing centres worldwide has been
demonstrated in a series of realistic Physics Data Challenges. These were conceived and executed with
parameters closely approximating the real running conditions of the ALICE experiment.

One of the most important requirements for the efficient use of the Grid is the existence of a single
interface to the computing resources, effectively shielding the end user from the underlying software and
hardware complexity. In the past several years this role has been played by AliEn acting as a complete
vertical Grid system.
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During this time, different Grid solutions developed by large collaborations, have come to maturity.
However, as explained before, two major issues still remain. First of all, none of these Grid flavours pro-
vides a complete solution for the ALICE computing model, and secondly there are no accepted standards,
and all these Grids provide a different user interface and a diverse spectrum of functionality.

Therefore some of the AliEn services will continue to be used as the ALICE’s single point of entry
to the computing resources encapsulated by the various Grid entities and as a complement of their func-
tionality to implement the ALICE computing model. In this model, which has already been prototyped
and used, the foreign Grid will be accessed via interfaces. The elements of AliEn used in synergy with
the deployed Grid middleware to supplement its functionality will assure efficient use of the comput-
ing resources. The cross-Grid role of AliEn preserves the present ALICE infrastructure and user access
methods and allows for its continuous development and enrichment with advanced functionalities. It also
provides the necessary methods for addition of computing resources and adoption of new Grid standards
as they become available.

The ALICE Computing Project will closely watch the evolution of the functionality of the deployed
Grid middleware and of the international Grid standards. Whenever a standard Grid service is found to
provide the same, or better, functionality than an ALICE-specific one, its adoption will be considered in
order to reduce the maintenance load and increase portability and robustness of the ALICE computing
environment.
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4 Simulation

4.1 Event generators

Heavy-ion collisions produce a very large number of particles in the final state. This is a challenge for the
reconstruction and analysis algorithms which require a predictive and precise simulation of the detector
response.

The ALICE experiment was designed when the highest nucleon–nucleon center-of-mass energy in
heavy-ion interactions was at 20 GeV per nucleon–nucleon pair at the CERN SPS, i.e. a factor of about
300 less than the LHC energy. Model predictions, discussed in Volume 1 of the the ALICE Physics
Performance Report [1], for the particle multiplicity in Pb–Pb collisions at LHC vary from 1400 to 8000
charged particles per rapidity unit at mid-rapidity. In summer 2000 the RHIC collider came online.
The RHIC data seem to suggest that the LHC multiplicity will be on the lower side of the predictions.
However, the RHIC top energy of 200GeV per nucleon–nucleon pair is still 30 times less than the LHC
energy. The extrapolation is so large that both the hardware and software of ALICE had to be designed
to cope with the highest predicted multiplicity. On the other hand, we have to use different generators
for the primary interaction, since their predictions are quite different at LHC energies.

The simulations of physical processes are confronted with several issues:

8 Existing event generators give different predictions for the expected particle multiplicity, p t and
rapidity distributions, and the dependence of different observables on p t and rapidity at LHC en-
ergies.

8 Most of the physics signals, like hyperon production, high-pt observables, open charm and beauty,
quarkonia, etc. even at lower energies, are not exactly reproduced by the existing event generators.

8 Simulation of small cross-section observables would demand prohibitively long runs to simulate
a number of events that is commensurable with the expected number of detected events in the
experiment.

8 The existing generators do not simulate correctly some features like momentum correlations, flow,
etc.

Nevertheless, to allow for efficient simulations we have developed the offline framework such that it
allows for a number of options:

8 The simulation framework provides an interface to several external generators, like for example
HIJING [2] and DPMJET [3].

8 A simple event generator based on parametrized η and pt distributions can provide a signal-free
event with multiplicity as a parameter.

8 Rare signals can be generated using the interface to external generators like PYTHIA [4] or simple
parametrizations of transverse momentum and rapidity spectra defined in function libraries.

8 The framework provides a tool to assemble events from different signal generators (event cock-
tails).

8 The framework provides tools to combine underlying events and signal events on the primary
particle level (cocktail) and on the digit level (merging).

8 Afterburners are used to introduce particle correlations in a controlled way.
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The implementation of these strategies is described below. The theoretical uncertainty on the de-
scription of heavy-ion collisions at LHC has several consequences for our simulation strategy. A large
part of the physics analysis will be the search for rare signals over an essentially uncorrelated background
of emitted particles. To avoid being dependent on a specific model, and to gain in efficiency and flex-
ibility, we generate events from a specially developed parametrization of a signal-free final state. This
is based on a parametrization of the HIJING pseudo-rapidity (η) distribution and of the transverse mo-
mentum (pt) distribution of CDF [5] data. To simulate the highest anticipated multiplicities we scale the
η-distribution so that up to 8000 charged particles per event are produced in the range 9η 9�: 0 ; 5. Events
generated from this parametrization are sufficient for a large number of studies, such as optimization
of detector and algorithms performance, e.g. studies of track reconstruction efficiency as a function of
particle multiplicity and occupancy. For physics performance studies, we have to simulate more realistic
Pb–Pb collisions. HIJING, which yields charged particle multiplicities of up to dN < dη = 6000, is used
to simulate the underlying event that is subsequently merged with different signals like jets or heavy
flavour.

In order to facilitate the usage of different generators we have developed a generator base class
called >@?$ACB"DCE�DGF�HCI$JKF , see Fig. 4.1. Each >$?@ACB"DCE DKF�HCI$JGF implementation has to provide a basic set of
configuration methods such as kinematics and vertex cuts. A high degree of flexibility is reached by
providing several pointers as data members to:

LNM B@D&E DKF�HKI@JGF in order to use external generators (see below);

L >$?$A�O$DKF"I$DGP"B"DCE DKF�HCI$JGF for the possibility to obtain the event vertex from an external source
needed for event merging;

L >$?$ACQ"J"?"?$A"RSACJCE�B"D"JUTVDGISF"W to provide a collision geometry (impact parameter, number of partici-
pants, etc. ) to the event header or to other generators;

L >$?$AKXKI$H$Y�Z to allow for the stand-alone use of a generator.

Figure 4.1: [G\G]_^C`baG`UcCdUeKfUc is the base class that has the responsibility of generating the primary particles of an
event. Some realizations of this class do not generate the particles themselves but delegate the task to an external
generator like PYTHIA through the gC^C`baG`bcKdUeKfUc interface.
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Several event generators are available via the abstract ROOT class that implements the generic gen-
erator interface, h@i@j&k jKl�mKn@oGl . Through implementations of this abstract base class we wrap FORTRAN
Monte Carlo codes like PYTHIA, HIJING, etc. that are thus accessible from the AliRoot classes. In
particular, the interface to PYTHIA, p$q@r&sSt"nGuVrGm deriving from h"sSt"nKuvrGm , includes the use of nuclear
structure functions of PDFLIB and a large set of preconfigured processes such as jet-production, heavy
flavours, and pp minimum bias.

In many cases, the expected transverse momentum and rapidity distributions of particles are known.
In other cases the effect of variations in these distributions must be investigated. In both situations it is
appropriate to use generators that produce primary particles and their decays sampling from parametrized
spectra. To meet the different physics requirements in a modular way, the parametrizations are stored
in independent function libraries wrapped into classes that can be plugged into the generator. This is
schematically illustrated in Fig. 4.2 where four different generator libraries can be loaded via the abstract
generator interface.

It is customary in heavy-ion event generation to superimpose different signals on an event to tune the
reconstruction algorithms. This is possible in AliRoot via the so-called cocktail generator (Fig. 4.3). This
creates events from user-defined particle cocktails by choosing as ingredients a list of particle generators.

Figure 4.2: wGxGy_zC{b|C}K~b�K~_� is a realization of wGxGy_zC{b|G{U�C~U�K�U� that generates particles using parametrized pt and
pseudo rapidity distributions. Instead of coding a fixed number of parametrizations directly into the class imple-
mentations, user-defined parametrization libraries (AliGenLib) can be connected at run time allowing for maximum
flexibility.

Figure 4.3: The wGxGy_�C�G���&�C~Sybx generator is a realization of wGxGy�z&{b|G{U�K~b�K�U� which does not generate parti-
cles itself but delegates this task to a list of objects of type wGxKy�zC{b|G{b�K~U�K�U� that can be connected as entries
( wKxGy�zC{b|C�C�G���&�C~Sybx��U|C���&� ) at run time. In this way different physics channels can be combined in one event.
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4.2 Afterburner processors and correlation analysis

The modularity of the event generator framework allows easy integration with the simulation steering
class �@�$���G�"� and with the objects that are responsible for changing the output of event generators or
for assembling new events making use of the input of several events. These processors are generally
called ‘afterburners’. They are especially needed to introduce a controlled (parametrized) particle cor-
relation into an otherwise uncorrelated particle sample. In AliRoot this task is further simplified by the
implementation of a stack class ( �$�@�G�K�$�$�U� ) that can be connected to both �$�@���S�S� and �@�$�&�@�C���G�$�K�$�K� .
Currently, afterburners are used for the simulation of the two-particle correlations, flow signals, and jet
quenching.

4.3 Detector response simulation

To respond to the ALICE simulation requirements, it is important to have a high-quality and reliable
detector response simulation code. One of the most common programs for full detector simulation
is GEANT 3 [6] which, however, is a 20-year old FORTRAN program, not being (officially) further
developed since 1993. GEANT 4 [7] is being developed by a large international collaboration with a
strong component in CERN/IT as the OO simulation package for the LHC. We are also using FLUKA [8]
as a full detector simulation program. These three programs have a very different user interface, therefore
we decided to build an environment that could take advantage of the maturity and solidity of GEANT 3
and, at the same time, protect the investment in the user code when moving to a new Monte Carlo. In
order to combine immediate needs and long term requirements into a single framework, we wrapped
the GEANT 3 code in a C++ class ( �@�"�@���$�$� ) and we developed a Virtual Monte Carlo (VMC) abstract
interface (now part of ROOT, see below). We have interfaced GEANT 4 and FLUKA with our virtual
Monte Carlo interface. We will thus be able to change the simulation engine without any modification
in the user detector description and signal generation code. This strategy has proved very satisfactory
and we are able to assure coherence of the whole simulation process which includes the following steps
regardless of the particle transport package in use:

� Event generation of final-state particles: The collision is simulated by a physics generator code
or a parametrization and the final-state particles are fed to the transport program.

� Particle transport: The particles emerging from the interaction of the beam particles are trans-
ported in the material of the detector, simulating their interaction with it and the energy deposition
that generates the detector response (hits). An event display is shown in Colour Figure II.

� Signal generation and detector response: During this phase the detector response is generated
from the energy deposition of the particles traversing it. This is the ideal detector response, before
the conversion to digital signals and the formatting of the front-end electronics is applied.

� Digitization: The detector response is digitized and formatted according to the output of the front-
end electronics and the data acquisition system. The results resemble closely the real data that will
be produced by the detector.

� Fast simulation: The detector response is simulated via appropriate parametrizations or other
techniques that do not require the full particle transport.

Virtual Monte Carlo interface
As explained above, our strategy to isolate the user code from changes of the detector simulation pack-
age was to develop a virtual interface to the detector transport code. We call this interface Virtual
Monte Carlo. It is implemented [9] via C++ virtual classes and is schematically shown in Figs. 4.4
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Figure 4.4: The Virtual Monte Carlo concept.
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Figure 4.5: The Virtual Monte Carlo design and its realization within the AliRoot framework.

and. 4.5. The codes that implement the abstract classes are real C++ programs or wrapper classes that
interface to FORTRAN programs.

An additional step is to replace the geometrical modeller of the different packages with a single one,
independent from any specific simulation engine; the aim is to use the same geometrical modeller also
for reconstruction and analysis. Thanks to the collaboration between the ALICE Computing project
and the ROOT team, we have developed a geometrical modeller, �@�@�S� [10], that is able to represent
the ALICE detector, and to replace the GEANT 3 modeller for navigation in the detector. It has also
been interfaced to FLUKA and discussions are under way with the GEANT 4 team to interface it to the
GEANT 4 Monte Carlo. Using the  @�"�K¡"¡$�G¢"£ converter, geometries defined for �@�@�S� can be converted
into GEANT 4 geometries.

Using the virtual Monte Carlo we have converted all FORTRAN user code developed for GEANT 3
into C++, including the geometry definition and the user scoring routines, ¤K¡$�&¥@¦�§&¨©§K¢@�K  . These have
been integrated in the detector classes of the AliRoot framework. The output of the simulation is saved
directly with ROOT I/O, simplifying the development of the digitization and reconstruction code in C++.
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GEANT

GEANT 3 is the detector simulation Monte Carlo code used extensively so far by the HEP community
for simulation of the detector response. However, it is no longer maintained and has several known
drawbacks, both in the description of physics processes, particularly hadronic [11], and of the geometry.
Its designated successor is GEANT 4. ALICE has spent considerable effort in evaluating GEANT 4
via several benchmarks; details on ALICE experience with GEANT 4 can be found in Ref. [12]. We
were able to keep the same geometry definition using the ª"«G¬$Gª"® utility to translate from GEANT 3 to
GEANT 4 geometry; in addition we have improved ª"«G¬@Sª"® and made it fully operational. The virtual
Monte Carlo interface allows us to run full ALICE simulations also with GEANT 4 and to compare them
with the GEANT 3 results; the advantage being that both simulation programs use the same geometry and
the same scoring routines. An additional advantage is a substantial economy of effort. Using the same
geometry description eliminates one of the major sources of uncertainty and errors in the comparison
between different Monte Carlos, which comes from the fact that it is rather difficult to make sure that,
when comparing two Monte Carlos on a particular experimental configuration, there are no differences
in the geometry description and in the scoring.

This exercise has exposed the GEANT 4 code to a real production environment and we experienced
several of its weaknesses. We faced several problems with its functionality that have required substan-
tial user development. In particular, the definition of volume or material-specific energy thresholds and
mechanism lists are not so straightforward as in GEANT 3. The strategy of GEANT 3 was to provide
the user one state-of-the-art implementation of the physics processes together with a few configuration
options essentially for performance optimization and debugging. In contrast, GEANT 4 has to be con-
figured using so-called physics lists corresponding to different combinations of model implementation
that in addition may vary from detector to detector. They need a great amount of inside knowledge to be
used correctly.

We have also performed a number of benchmark tests of the hadronic [13] and low-energy neutron
transport [14].

We are now planning to interface GEANT 4 with the ROOT geometrical modeller to avoid the con-
version step via ª"«G¬$Gª"® and to take advantage from its advanced solid modelling capabilities.

FLUKA

FLUKA plays a very important role in ALICE for all the tasks where detailed and reliable physics simu-
lation is vital, given its thorough physics validation and its almost unique capability to couple low-energy
neutron transport with particle transport in a single program. These include background calculation, neu-
tron fluence, dose rates, and beam-loss scenarios [15]. An example for a neutron fluence map obtained
with FLUKA is shown in Colour Figure III. FLUKA has been particularly important for ALICE in the
design of the front absorber and beam shield. To ease the input of the FLUKA geometry, ALICE has
developed an interactive interface [16], called ¯S°©±�²"³ , that allows setups described with FLUKA to be
combined and modified easily. Figure 4.6 schematically describes the use of ¯S°©±�²S³ to prepare the input
for FLUKA.

To provide another alternative to GEANT 3 for full detector simulation, we have developed an inter-
face with FLUKA, again via the Virtual Monte Carlo. The native FLUKA geometry modeller has been
replaced by ´@ª"µ" which allows us to run FLUKA with the same geometry as used for GEANT 3 and
GEANT 4 simulations.

Rigorous tests have been performed to ensure that the FLUKA native geometry modeller and navi-
gator and the FLUKA interfaces to ´@ª"µ" give exactly the same results. Based on these tests, the FLUKA
Project considers the FLUKA- ´@ª"µ" as validated.
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Figure 4.6: Example of the use of ALIFE. The ALIFE editor allows easy creation of an ALIFE script, which
is in fact FLUKA input geometry. FLUKA is then used to transport particles, including low-energy neutrons, to
a virtual boundary surface. The particles are then written to a file that is used as a source for a regular AliRoot
simulation to evaluate the detector response to background.

4.3.1 Simulation framework

The AliRoot simulation framework can provide data at different stages of the simulation process [17],
as described in Fig. 2.2 on page 16. Most of the terminology comes from GEANT 3. First, there are
the so-called hits that represent the precise signal left by the particle in the detector before any kind
of instrumental effect, i.e. precise energy deposition and position. These are then transformed into the
signal produced by the detector, summable digits that correspond to the raw data before digitization
and threshold subtraction. The introduction of summable digits is necessary because of the embedding
simulation strategy elaborated for the studies in the Physics Performance Report. These summable digits
are then transformed into digits that contain the same information as raw data, but in ROOT structures.
The output of raw data in DATE (the ALICE data acquisition system [18]) format has already been done
during the data challenges.

The ALICE detector is described in great detail, see Fig. 4.7, including services and support struc-
tures, beam pipe, flanges, and pumps. The AliRoot geometry follows the evolution of the baseline design
of the detector in order to continuously provide the most reliable simulation of the detector response.
AliRoot is also an active part of this process since it has been used to optimize the design, providing
different geometry options for each detector. The studies that provided the results presented in the PPR
were performed with the baseline geometry.

4.3.2 Geometry of structural elements

The description of the front- and small-angle absorber regions is very detailed on account of their im-
portance to the muon spectrometer. The simulation has been instrumental in optimising their design and
in saving costs without a negative impact on the physics performance. The material distribution and
magnetic fields of the L3 solenoidal magnet and of the dipole magnets are also described in detail. The
magnetic field description also includes the interference between the two fields. The field distributions
are described by three independent maps for 0.2, 0.4 and 0 ¶ 5T solenoid L3 magnetic field strengths. Al-
ternatively, it is possible to use simple parametrizations of the fields, i.e. constant solenoidal field in the
barrel and a dipole field varying along the z direction for the muon spectrometer. The space frame, sup-
porting the barrel detectors, is described according to its final design taking into account modifications to
the initial design such that it allows the eventual addition of a proposed electromagnetic calorimeter [19].

The design of the ALICE beam pipe has also been finalized. All elements that could limit the detector
performance (pumps, bellows, flanges) are represented in the simulation.
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Figure 4.7: AliRoot simulation of the ALICE detector.

4.3.3 Geometry of detectors

Most of the detectors are described by two versions of their geometry; a detailed one, which is used to
accurately simulate the detector response and study their performance, and a coarse version that provides
the correct material budget with minimal details, and is used to study the effect of this material budget
on other detectors. For some detectors, different versions of the geometry description corresponding to
different geometry options are selectable via the input C++ script at run time. In the following we give
some examples. We remind the reader that some of this information is still subject to rapid evolution.

Both a detailed and a coarse geometry are available for the ITS. The detailed geometry of the ITS
is very complicated (see Colour Figure IV) and crucially affects the evaluation of impact parameter and
electron bremsstrahlung. On the other hand, simulation of the coarse geometry is much faster when ITS
hits are not needed.

Three configurations are available for the TPC. Version 0 is the coarse geometry, without any sen-
sitive element specified. It is used for the material budget studies and is the version of interest for the
outer detectors. Version 1 is the geometry version for the Fast Simulator. The sensitive volumes are
thin gaseous strips placed in the Small (S) and Large (L) sectors at the pad-row centres. The hits are
produced whenever a track crosses the sensitive volume (pad-row). The energy loss is not taken into
account. Version 2 is the geometry version for the slow simulator. The sensitive volumes are S and L
sectors. One can specify as sensitive volumes either all sectors or only a few of them, up to 6 S and 12
L sectors. The hits are produced in every ionizing collision. The transport step is calculated for every
collision from an exponential distribution. The energy loss is calculated from an 1 · E 2 distribution and
the response is parametrized by a Mathieson distribution.
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The TRD geometry is simulated in great detail, including the correct material budget for electronics
and cooling pipes. The full response and digitization have been implemented allowing studies of open
questions such as the number of time-bins, the 9- or 10-bit ADC, the gas and electronics gain, the drift
velocity, and maximum Lorentz angle. The transition-radiation photon yield is approximated by an
analytical solution for a foil stack, with adjustment of the yield for a real radiator, including foam and
fibre layers from test beam data. This is quite a challenging detector to simulate, as both normal energy
loss in the gas and absorption of transition-radiation photons have to be taken into account. During the
signal generation several effects are taken into account: diffusion, 1-dimensional pad response, gas gain
and gain fluctuations, electronics gain and noise, as well as conversion to ADC values. Absorption and
E ¸ B effects will be introduced.

A detailed study of the background coming from slow neutron capture in Xe gas was performed [20]
with FLUKA. The spectra of photons emitted after neutron capture are not included in standard neutron-
reaction databases. An extensive literature search was necessary in order to simulate them. The resulting
code is now part of the FLUKA Monte Carlo [21].

The TOF detector covers a cylindrical surface of polar acceptance ¹ θ º 90 »&¹C¼ 45 » . It has a modular
structure corresponding to 18 sectors in ϕ and to 5 segments in z. All modules have the same width of
128 cm and increasing lengths, adding up to an overall TOF barrel length of 750 cm. Inside each module
the strips are tilted, thus minimizing the number of multiple partial-cell hits due to the obliqueness of the
incidence angle. The double stack-strip arrangement, the cooling tubes, and the material for electronics
have been described in detail. During the development of the TOF design several different geometry
options were studied, all highly detailed.

The HMPID detector also poses a challenge in the simulation of the Cherenkov effect and the sec-
ondary emission of feedback photons. A detailed simulation has been introduced for all these effects and
has been validated both by test-beam data and with the ALICE RICH prototype that has been operating
in the STAR experiment. An event display with the typical rings is shown in Colour Figure V.

The PHOS has also been simulated in detail. The geometry includes the Charged Particle Veto
(CPV), crystals (EMC), readout (APD) and support structures. Hits record the energy deposition in one
CPV and one EMC cell per entering particle. In the digits the contribution from all particles per event
are summed up and noise is added.

The simulation of the ZDC in AliRoot requires transport of spectator nucleons with Fermi spread,
beam divergence, and crossing angle for over 100 m. The HIJING generator is used for these studies
taking into account the correlations with transverse energy and multiplicity. Colour Figure VI shows the
result of the simulation of the hadronic shower induced by a 2.7 TeV neutron.

The muon spectrometer is composed of five tracking stations and two trigger stations for which
detailed geometries have been implemented. Supporting frames and support structures are coarsely
described but they are not very important in the simulation of the signal. The muon chambers have a
complicated segmentation that has been implemented during the signal generation via a set of virtual
classes. This allows one to change the segmentation without modifying the geometry.

Summable digits (pad hits) are generated taking into account the Mathieson formalism for charge
distribution, while work is ongoing on the angular dependence, Lorentz angles and charge correlation.

The complex T0–FMD–V0–PMD forward detector system is still under optimization. Several op-
tions are provided to study their performance.

The description of ALICE geometry and the generation of simulated data are in place. Hence the of-
fline framework allows the full event reconstruction including the main tracking devices. The framework
also allows comparison with test-beam data. The early availability of a complete simulation has been
an important point for the development of reconstruction and analysis code and user interfaces, which is
now the focus of the development.
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4.4 Fast simulation

Owing to the expected high particle multiplicity for heavy-ion collisions at the LHC, typical detector
performance studies can be performed with a few thousand events. However, many types of physics
analysis, in particular of low cross-section observables, such as D meson reconstruction from hadronic
decay channels, have to make use of millions of events. Computing resources are in general not available
for such high-statistics simulations.

To reach the required sample size, fast simulation methods based on meaningful parametrizations of
the results from detailed and consequently slow simulations are applied. The systematic error introduced
by the parametrizations is in general small compared with the reduction of the statistical error. This is
particularly true for the studies of the invariant-mass continuum below a resonance (cocktail plots).

It is hard to find a common denominator for fast simulation methods since they are very specific to the
analysis task. As a minimum abstraction, we have designed base classes that allow for a representation
of the detector or detector systems as a set of parametrizations of acceptance, efficiency, and resolution.
The Muon Spectrometer fast simulation has been implemented using these classes.

Another interesting development concerns the fast simulation of the resolution and efficiency of
track reconstruction in the central barrel. In this approach, resolution and efficiency in TPC are obtained
from the track parameters at the inner radius of the TPC, using a parametrization. After this, full track
reconstruction is performed for the inner tracking system, which is needed for detailed secondary vertex
reconstruction studies. For details see Ref. [22].

4.5 Event merging and embedding

The simulation of small cross-section observables would demand prohibitively long runs to simulate
a number of events commensurable with the expected number of detected events in the experiment.
To circumvent this problem we use an event merging procedure: during digitization we produce so
called summable digits. These are digits before the addition of electronic noise and pedestal subtraction.
Merged events are produced by adding the summable digits from background and signal events. Each
background event is used n times for merging. Since computing time is dominated by the simulation of
the background events, in this way the event statistics is increased by a factor of n.

A similar technique called embedding consists in mixing data from simulation with real events.
This allows for the realistic evaluation of track reconstruction performance in a high-particle-density
environment. Here, events are mixed on the level of ADCs and are subsequently passed to the standard
reconstruction code.
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5.1 Organization of the reconstruction code

The ALICE reconstruction code is part of the AliRoot framework. Its modular design allows its code
to be compiled into separate shared libraries and executed independently on the other parts of AliRoot.
As an input, the reconstruction uses the digits, i.e. ADC or TDC counts together with some additional
information like module number, readout channel number, time bucket number, etc. The reconstruction
can use both digits in a special ROOT format, more convenient for development and debugging purposes,
and digits in the form of raw data, as they are output from the real detector or can be generated from
the simulated special-format digits above (see Fig. 5.1). The output of the reconstruction is the Event
Summary Data (ESD) containing the reconstructed charged particle tracks (together with the particle
identification information), decays with the V0 (like Λ ½ pπ), kink (like charged K ½ µν) and cascade
(like Ξ ½ Λπ ½ pππ) topologies and some neutral particles reconstructed in the calorimeters.

SDigits

Detector

Trigger

DAQ Raw Data

Clusters Tracks ESD

DigitsSDigitsHits

HLT

Simulation Reconstruction

Online Offline

M
o
n
te
 C
a
rl
o

R
e
a
l 
D
a
ta

Particles

Figure 5.1: Interaction of the reconstruction code with the other parts of AliRoot.

The main steering reconstruction class, ¾$¿$ÀUÁ�Â$ÃKÄCÅvÆ�ÇSÈGÉvÃ�Ç©ÀCÄCÅ , provides a simple user interface to
the reconstruction. It allows users to configure the reconstruction procedure, include or exclude from the
run a detector, and ensure the correct sequence of the reconstruction steps:

Ê reconstruction steps that are executed for each detector separately (typical example is the cluster
finding);

Ê primary vertex reconstruction;

Ê track reconstruction and particle identification (PID);

Ê secondary vertex reconstruction (V0, cascade and kink decay topologies).

The ¾@¿$À�Á$Â�ÃCÄCÅËÆUÇ"ÈKÉvÃ&Ç ÀKÄ&Å class is also responsible for the interaction with the AliRoot I/O sub-system
and the main loop over the events to be reconstructed belongs to this class too.

The interface from the steering class ¾@¿$À�Á$Â�ÃCÄCÅËÆUÇ"ÈKÉvÃ&Ç ÀKÄ&Å to the detector-specific reconstruction
code is defined by the base class ¾$¿@À�Á$Â�ÃKÄ&ÅËÆUÇ"ÈGÉVÃ&Ç@ÄGÈ . For each detector there is a derived reconstructor
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class. The user can set options for each reconstructor in the form of a string parameter. Detector-specific
reconstructor classes are responsible for creating the corresponding specific cluster-, track- and vertex-
finder objects and for passing the corresponding pointers to the Ì@Í$Î�Ï$Ð�ÑCÒCÓËÔUÕ"ÖK×vÑ&Õ ÎKÒ&Ó . This allows one
to configure the actual reconstruction process using different versions of the reconstruction classes at the
detector level.

The detailed description of the reconstruction in all the ALICE detectors can be found in Ref. [1].
Here we shall only outline briefly the most challenging parts of it.

5.2 Track reconstruction in the central detectors

A charged particle going through the detectors leaves a number of discrete signals that measure the
position of the points in space where it has passed. These space points are reconstructed by a detector-
specific cluster-finding procedure. For each space point we also calculate the uncertainty of the space-
point position estimation. All of the central tracker detectors (ITS, TPC, TRD) have their own detailed
parametrization of the space-point position uncertainties, however, some of the parameters can be fixed
only at the track finding step (see below). The space points together with the position uncertainties are
then passed to the track reconstruction. If, in addition to the space point position, the detector is also able
to measure the produced ionization, this information can be used for the particle identification.

Offline track reconstruction in ALICE is based on the Kalman filter approach [2]. The detector
specific implementations of the track reconstruction algorithm use a set of common base classes, which
makes it easy to pass tracks from one detector to another and test various parts of the reconstruction
chain. For example, we can easily switch between different implementations of the clustering algorithm
or the track seeding procedure. This also allows us to use smeared positions of the simulated hits instead
of the ones reconstructed from the simulated detector response, which is very useful for testing purposes.
In addition, each hit structure contains the information about the track that originated it. Although,
this implies the storage of extra information, it was proved to be very useful for debugging the track
reconstruction code.

The event reconstruction starts with the determination of the position of the primary vertex. This can
be done prior to track finding by a simple correlation of the space points reconstructed at the two pixel
layers of the ITS. As was demonstrated in Ref. [3], the precision of Ø 5 µm along the beam direction
and about 25 µm in the transverse plane is routinely achieved for the high multiplicity events. The
information about the primary vertex position and its position uncertainty is then used during the track
finding (seeding and applying the vertex constraint) and for the secondary vertex reconstruction.

The combined track finding in the central ALICE detectors consists of three passes that are described
below (see also Fig. 5.2).

Initial inward reconstruction pass. The overall track finding starts with the track seeding in the out-
ermost pad rows of the TPC. Different combinations of the pad rows are used with and without a primary
vertex constraint. Typically more than one pass is done, starting with a rough vertex constraint, imposing
the primary vertex with a resolution of a few centimetres and then releasing the constraint.

At first, we implemented the TPC track finding in a classical approach where cluster finding precedes
the track finding. In addition, we also developed another approach where we defer the cluster finding at
each pad row until all track candidates are propagated into its position. This way we know which of the
clusters are susceptible to be overlapped and we may attempt cluster deconvolution at that specific place.
In both approaches the track candidates are propagated and new clusters assigned to them using Kalman
filtering.

Then, for each track reconstructed in the TPC, we search for its prolongation in the ITS. In the case
of high-multiplicity events this is done by investigating a whole tree of possible track prolongations.
First, we impose a rather strict vertex constraint with a resolution of the order of 100 µm or better. If a
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Figure 5.2: Schematic view of the three passes of the combined track finding (see the text).

prolongation is found, the track is refitted releasing the constraint. If the prolongation is not found we try
another pass, without the vertex constraint, in order to reconstruct the tracks coming from the secondary
vertices well separated from the main interaction point.

We thus obtain the estimates of the track parameters and their covariance matrix in the vicinity of the
interaction point. At this moment we can also tell which tracks are likely to be primary. This information
is used in the subsequent reconstruction steps.

Outward reconstruction pass and matching with the outer detectors. From the innermost ITS layer
we proceed with the Kalman filter in the outward direction. During this second propagation we remove
from the track fit the space points with large χ2 contributions. In this way we obtain the track parameters
and their covariance matrix at the outer TPC radius. We continue the Kalman filter into the TRD and
then match the tracks toward the outer detectors: the TOF, HMPID, PHOS and EMCAL.

When propagating the primary track candidates outward, we also calculate their track length and
time of flight for several mass hypotheses in parallel. This information is needed for the PID in the TOF
detector.

Final reconstruction pass. After the matching with the outer detectors, all the available PID informa-
tion is assigned to the tracks. However now the track momenta are estimated far away from the primary
vertex. The task of the final track reconstruction pass is to refit the primary tracks back to the primary
vertex or, in the case of the secondary tracks, as close to the vertex as possible. This is done again with
the Kalman filter using in all the detectors the clusters already associated at the previous reconstruction
passes. During this pass we also reconstruct the secondary vertices (V0s, cascade decays and kinks).

The whole procedure is completed with the generation of the ESD. A typical ESD for a central Pb–Pb
event contains about 104 reconstructed tracks, a few hundred V0 and kink candidates, and a few tens of
cascade particle candidates.

Performance of the track reconstruction. Figure 5.3 shows the efficiency of the combined track
reconstruction as a function of particle momentum for events with different multiplicities. The track
reconstruction efficiency is defined as a ratio of the number of reconstructed ‘good’ tracks to the number
of ‘good’ generated tracks (for the definition of the ‘good’, in other words ‘reconstructable’, tracks
see [4]).
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Figure 5.3: Combined track reconstruction efficiency (closed symbols) and probability of obtaining a fake track
(open symbols) as a function of transverse momentum for different track multiplicities.

Some of the reconstructed tracks can be associated with a certain number of clusters which do not
belong to those tracks. The probability of obtaining such tracks (‘fake’ tracks) is also shown in this
picture. One can see that even in the case of events with the highest expected multiplicity, the track-
finding efficiency is always above 85% and the number of the ‘fake’ tracks never exceeds a few per
cent.

The momentum resolution obtained with different detector configurations and different versions of
the reconstruction in the TRD is shown in Fig. 5.4. In all the cases the resolution at 100 GeV/c is better
than 5%.
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Figure 5.4: Momentum resolution as a function of particle momentum for high-momentum tracks and different
detector configurations.
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5.3 Track reconstruction in the forward muon spectrometer

Since the muon spectrometer geometry is quite different from that of the central detectors (notably, the
large distance (up to 2.5 m) between consecutive measurements), it was not obvious from the beginning
that the Kalman filter would demonstrate the best performance possible as compared with other methods.
That is why another algorithm was developed originally which further served as a reference point for
Kalman filter studies.

This original method was motivated by the Kalman filter strategy, i.e. implements a simultaneous
track finding and fitting approach as follows. Track candidates start from segments (vectors) found in
the last two tracking stations, where a segment is built from a pair of points from two chamber planes
of the same tracking station. Then each track is extrapolated to the first station, and segments or single
hits found in the other stations are added sequentially. For each added station, the track candidate is
refitted and the hits, giving the best fit quality, are kept. In order to increase the track-finding efficiency
the procedure looks for track continuation in the first two stations in direct and reverse order. A track
is validated if the algorithm finds at least 3 hits (out of 4 possible) in the detector planes behind the
dipole magnet, at least 1 hit (out of 2) in the station located inside the magnet and 3 hits (out of 4) in the
chambers before the magnet.

For a Kalman track reconstruction, tracks are initiated for all track segments found in the last two
detector stations as for the previous method. The tracks are parametrized as Ù y Ú x Ú α Ú β Ú q Û p Ü , where y is
a coordinate in the bending plane, x is a non-bending coordinate, α is a track angle in the bending plane
with respect to the beam line, β is an angle between the track and the bending plane, q and p are the track
charge and momentum, respectively.

A track starting from a seed is followed to the first station or until it is lost (if no hits in a station
are found for this track) according to the following procedure. It propagates the track from the current
z-position to a hit with the nearest z-coordinate. Then for given z it looks for the hits within a certain
window w around the transverse track position. After this there are two possibilities. The first one is to
calculate the χ2-contribution of each hit and consider the hit with the lowest contribution as belonging
to the track. The second way is to use the so-called track branching and pick up all the hits inside the
acceptance window. Efficiency and mass resolution tests have shown that the second way gives a better
result.

After propagation to the chamber 1 all tracks are sorted according to their quality Q, defined as

Q Ý Nhits Þ χ2
max ß χ2

χ2
max Þ 1

Ú

where χ2
max is the maximum acceptable χ2 of tracks and Nhits is the number of assigned hits. Then

duplicated tracks are removed, where duplicated means having half or more of their hits shared with
another track with a higher quality.

Both of the track-finding approaches take advantage of an advanced unfolding of overlapped clus-
ters [5]. The method exploits a so-called Maximum Likelihood - Expectation Maximization (MLEM or
EM) deconvolution technique [6] (also known as Lucy-Richardson method or Bayesian unfolding). The
essence of the method is that it iteratively solves the inverse problem of a distribution deconvolution. It
is widely used in nuclear medicine for tomographic image reconstruction, in astronomy, and was also
successfully tried for hit finding in silicon drift detectors. Effectively, this method improves the detector
segmentation offering better conditions for making a decision about complex cluster splitting.

Under typical conditions, the track-finding efficiency of both of the methods is higher than 90%, with
the Kalman filter approach being faster and giving a better resolution. As an example of the results of
the track reconstruction in the forward muon spectrometer, Fig. 5.5 shows the reconstructed ϒ invariant
mass.
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Figure 5.5: Reconstructed dimuon invariant mass in the region of the ϒ mass.

5.4 Charged particle identification

Particle identification over a large momentum range and for many particle species is often one of the main
requirements of high-energy physics experiments. The ALICE experiment is able to identify particles
with momenta from 0.1 GeV/c to, in some cases, above 10 GeV/c. This can be achieved by combining
several detecting systems that are efficient in narrower and complementary momentum sub-ranges. This
combining is done following a Bayesian approach. The method is similar to the one described in Ref. [7]
and satisfies the following requirements:

à It can combine the PID signals of different nature (e.g. dE/dx and time-of-flight measurements).

à When several detectors contribute to the PID, the procedure profits from this situation by providing
an improved PID.

à When only some of the detectors identify a particle, the signals from the other detectors do not
affect the combined PID.

à It takes into account the fact that the PID results depend on a particular track and event selection
used in the analysis.

The PID procedure consists of three parts:

à The conditional probability density functions r á s â i ã to observe a PID response s from a particle of
type i (the single-detector PID response functions) are obtained for all the detectors that provide
the PID information. This is done by the calibration software using the Event Summary Data
(ESD) for a subset of events as an input.

à For each reconstructed track, the global PID response R á s̄ â i ã , which is a combination of the sin-
gle detector response functions r á s â i ã , is calculated taking into account possible effects of mis-
measured PID signals. The results are written to the ESD and, later, are used in the physics
analysis of the data. This is part of the reconstruction software.
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Figure 5.6: Single-detector efficiencies (solid line) and contaminations (points with error bars) of the charged
kaon identification with the ITS, TPC and TOF stand-alone and the efficiency and contamination with all the
detectors combined together.

ä Finally, during a physics analysis, after the corresponding event and track selection is done, the a
priori probabilities Ci for a track to be a particle of a certain type i within that selected track subset
are estimated and the PID weights W å i æ s̄ ç are calculated by means of Bayes’s formula:

W å i æ s̄ çËè R å s̄ æ i ç Ci

∑k é e ê µ ê π ê ë ë ë R å s̄ æ k ç Ck ì i è e ì µ ì π ìîíïíïí (5.1)

This part of the PID procedure belongs to the analysis software (see Chapter 5 of the ALICE
Physics Performance Report Volume 2 [1] for the details).

The performance of identifying charged kaons in central HIJING Pb–Pb ð sNN è 5 í 5 TeV events
using the ITS, TPC and the TOF as stand-alone detectors and the result for the combined PID are shown
in Fig. 5.6. A track was considered as a charged kaon track, if the corresponding PID weight was the
maximal. The PID efficiency is defined as the ratio of the number of correctly identified particles to the
true number of particles of that type entering the PID procedure, and the contamination is the ratio of the
number of mis-identified particles to the sum of correctly identified and mis-identified particles.

As can be seen in this figure, the efficiency and the contamination of the combined PID are sig-
nificantly better, and less dependent on the momentum, than in the case of a single detector particle
identification. The efficiency of the combined result is always higher than (or equal to) in the case of
any of the detectors working stand-alone and the combined PID contamination is always lower than (or
equal to) the contaminations obtained with the single detector PID.

The approach can easily adopt the PID information provided by the TRD. This improves the PID
quality for all the particle types (by using the dE/dx measurements) and, in particular, for the electrons
(by using the additional transition radiation signal) [8].
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Figure 5.7: The correlation between the Cherenkov angle θc measured by HMPID and β measured by TOF for
different particle species as a function of the particle momentum.

The identification of high momentum charged hadrons in the central rapidity region will be performed
by the HMPID system, which consists of an array of seven RICH detectors. A combined identification of
pions, kaons and protons between HMPID and TOF will be performed in momentum intervals partially
overlapped, where a good PID for both the detectors could be achieved. The combined information from
these detectors will improve the identification efficiency and will decrease significantly the contamina-
tion. The correlation between the reconstructed Cherenkov angle θc (measured by HMPID) and the β
(measured by TOF) of pions, kaons and protons as a function of the momentum has been studied in
simulated HIJING Pb–Pb central events. The results are shown in Fig. 5.7. The software to obtain the
PID combined over HMPID and TOF is under development.

5.5 Photon and neutral meson reconstruction in the PHOS

Photons in ALICE are detected by the PHOton Spectrometer, PHOS [9], consisting of an electromagnetic
calorimeter to measure 4-momenta of photons and a charged-particle veto detector (CPV) to discriminate
neutral and charged particles. All the particles hitting the PHOS interact with the calorimeter medium
producing showers, and deposit energy in its cells. The cells with signals are grouped into clusters that
allow one to evaluate the total energy deposited by the particles in the calorimeter and the coordinate of
the particle impacts on the surface of the detector. A special unfolding procedure is applied to split the
clusters produced by particles with overlapping showers.

The particle identification in PHOS is based on three criteria [1]: time-of-flight measurement, shape
of the showers produced by different particles in the calorimeter, and matching of the reconstructed
point in the calorimeter and the reconstructed point in the CPV detector. The time of flight between the
beam interaction time and the detection in PHOS is measured by the front-end electronics and allow the
suppression of slow particles, especially low-energy (E ñ 2 GeV) nucleons. The shower shape produced
by photons and electrons is different from the showers produced by hadrons. This difference is used to
discriminate particles interacting with the calorimeter electromagnetically and hadronically. Matching
of the charged particles with the calorimeter reconstructed point is provided by the CPV detector and
allows the selection of neutral particles.
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The direct photons are measured as an excess of the photon spectrum over the decay photons. To
measure the decay photon spectrum, one reconstructs the spectra of neutral mesons decaying into pho-
tons (π0, η, ω, etc). These spectra at low pt are measured statistically via invariant-mass spectra of all
photon combinations. In the high-multiplicity environment of heavy-ion collisions, the combinatorial
background for the invariant-mass spectra is very high. As a demonstration, the spectrum of two-photon
invariant mass at 1 ò pt ò 1 ó 5 GeV/c in the most central Pb–Pb collisions at 5.5 TeV simulated by HI-
JING is shown in Fig. 5.8 (left). After the combinatorial background subtraction by the mixed-events
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Figure 5.8: Two-photon invariant-mass distribution 1 ô 0 õ pt õ 1 ô 5 GeV/c in central Pb–Pb events (left), and after
the combinatorial background subtraction (right).

technique, the invariant-mass spectrum clearly reveals the π0 peak (Fig. 5.8, right). Having reconstructed
spectra of all neutral mesons, one calculates the decay photon spectrum. The direct photon spectrum is
obtained by subtracting the calculated decay photon spectrum from the total measured photon spectrum.

5.6 High-Level Trigger reconstruction

The algorithms in preparation for the High-Level Trigger (HLT) reconstruction code are implemented
within the AliRoot reconstruction chain. This version is used to study the HLT track finding performance
and replay the online trigger decisions during the offline data analysis. The code is organized as a ‘virtual’
detector reconstructor class which derives from the base ö$÷@ø�ù�ú$ûKü&ýËþ�ÿ����Vû&ÿ$ü�� class and is called by the
steering class ö$÷$øUù�ú$ûKüCývþ�ÿ����vû�ÿ©øCüCý . The output of the HLT reconstruction is stored in an ESD object
using the same format as the offline reconstruction. This facilitate the use of the offline analysis code
and the comparison between offline and HLT reconstruction results.

So far the HLT reconstruction chain incorporates algorithms for fast track finding in the TPC and ITS
which include:

� Cluster finder and track follower in the TPC [10,11]. In the first step the cluster finder reconstructs
the cluster centroids without using prior knowledge of the tracks. The resulting space points are
then processed by the track finder, which forms track segments. Finally the space points are fitted
to extract the track parameters.

� Hough transform track finding in the TPC [12]. The track finding is based on a Hough transform
procedure applied to conformal mapped cluster boundaries. It combines a linear Hough trans-
formation with fast filling of the Hough transform parameter space. The tracks are identified as
peaks in the parameter space and the track parameters are provided by the peak centroids. The
track-finding efficiency as a function of the event multiplicity is shown in Fig. 5.9.
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� ITS clusterization, vertex reconstruction and track finding based on a version of the offline code
optimized for time performance. Like the offline reconstruction approach, the TPC tracks from
either the track follower or Hough transform are prolongated into the ITS. The track parameters
and their covariance matrix at the point of closest approach to the primary vertex are stored in the
ESD.
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Figure 5.9: Hough transform track finding efficiency (closed symbols) and probability to obtain a fake track
(open symbols) as a function of transverse momentum for different event multiplicities.

In order to implement the full reconstruction chain, it is foreseen to add Kalman-filter-based TRD
track finding and PID as well as HLT muon spectrometer track reconstruction. The physics trigger algo-
rithms which will actually be used by the HLT for online analysis of physics observables and selection
of events and ‘Regions of Interest’ are under development. Within the AliRoot reconstruction chain they
will be adapted to take as input the HLT ESD. The corresponding trigger decisions will be written in the
same ESD object allowing for easy access during offline data analysis.
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6 Data analysis

6.1 Introduction

The analysis of experimental data is the final stage of event processing and it is usually repeated many
times. Analysis is a very diverse activity, where the goals of each particular analysis pass may differ
significantly.

The ALICE detector is optimized for the reconstruction and analysis of heavy-ion collisions. In
addition, ALICE has a broad physics programme devoted to pp and pA interactions.

The main points of the ALICE heavy-ion programme can be summarized as follows [1]:

� global event characteristics: particle multiplicity, centrality, energy density, nuclear stopping;

� soft physics: chemical composition (particle and resonance production, particle ratios and spec-
tra, strangeness enhancement), reaction dynamics (transverse and elliptic flow, HBT correlations,
event-by-event dynamical fluctuations);

� hard probes: jets, direct photons;

� heavy flavours: quarkonia, open charm and beauty production.

The pp and pA programme will provide, on the one hand, reference points for comparison with heavy
ions. On the other hand, ALICE will also pursue genuine and detailed pp studies. Some quantities, in
particular the global characteristics of interactions, will be measured during the first days of running
exploiting the low-momentum measurement and particle identification capabilities of ALICE.

6.1.1 The analysis activity

We distinguish two main types of analysis: scheduled analysis and chaotic analysis. They differ in their
data access pattern, in the storage and registration of the results, and in the frequency of changes in the
analysis code. The detailed definition is given in Section 6.2.

In the ALICE Computing Model the analysis starts from the Event Summary Data (ESD). These are
produced during the reconstruction step and contain all the information for the analysis. The size of the
ESD is about one order of magnitude lower than the corresponding raw data. The analysis tasks produce
Analysis Object Data (AOD) specific to a given set of physics objectives. Further passes for the specific
analysis activity can be performed on the AODs, until the selection parameter or algorithms are changed.

A typical data analysis task usually requires processing of selected sets of events. The selection is
based on the event topology and characteristics, and is done by querying the tag database (see Chapter 2).
The tags represent physics quantities which characterize each run and event, and permit fast selection.
They are created after the reconstruction and contain also the unique identifier of the ESD file. A typical
query, when translated into natural language, could look like “Give me all the events with impact param-
eter in � range 	 containing jet candidates with energy larger than � threshold 	 ”. This results in a list of
events and file identifiers to be used in the consecutive event loop.

The next step of a typical analysis consists of a loop over all the events in the list and calculation
of the physics quantities of interest. Usually, for each event, there is a set of embedded loops on the
reconstructed entities such as tracks, V0 candidates, neutral clusters, etc., the main goal of which is
to select the signal candidates. Inside each loop a number of criteria (cuts) are applied to reject the
background combinations and to select the signal ones. The cuts can be based on geometrical quantities
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such as impact parameters of the tracks with respect to the primary vertex, distance between the cluster
and the closest track, distance of closest approach between the tracks, angle between the momentum
vector of the particle combination and the line connecting the production and decay vertices. They
can also be based on kinematics quantities such as momentum ratios, minimal and maximal transverse
momentum, angles in the rest frame of the combination. Particle identification criteria are also among
the most common selection criteria.

The optimization of the selection criteria is one of the most important parts of the analysis. The
goal is to maximize the signal-to-background ratio in case of search tasks, or another ratio (typically
Signal


��
Signal  Background) in case of measurement of a given property. Usually, this optimization

is performed using simulated events where the information from the particle generator is available.
After the optimization of the selection criteria, one has to take into account the combined acceptance

of the detector. This is a complex, analysis-specific quantity which depends on the geometrical accep-
tance, the trigger efficiency, the decays of particles, the reconstruction efficiency, the efficiency of the
particle identification and of the selection cuts. The components of the combined acceptance are usually
parametrized and their product is used to unfold the experimental distributions or during the simulation
of some model parameters.

The last part of the analysis usually involves quite complex mathematical treatments, and sophis-
ticated statistical tools. Here one may include the correction for systematic effects, the estimation of
statistical and systematic errors, etc.

6.2 Organization of the data analysis

The data analysis is coordinated by the Physics Board via the Physics Working Groups (PWGs). At
present the following PWG have started their activity:

� detector performance;

� global event characteristics and soft physics (including proton–proton physics);

� hard probes: jets and direct photons;

� heavy flavours.

Scheduled analysis

The scheduled analysis typically uses all the available data from a given period, and stores and registers
the results using Grid middleware. The tag database is updated accordingly. The AOD files, generated
during the scheduled analysis, can be used by several subsequent analyses, or by a class of related physics
tasks. The procedure of scheduled analysis is centralized and can be considered as data filtering. The
requirements come from the PWGs and are prioritized by the Physics Board taking into account the
available computing and storage resources. The analysis code is tested in advance and released before
the beginning of the data processing.

Each PWG will require several sets of AOD per event, which are specific for one or a few analysis
tasks. The creation of the AOD sets is managed centrally. The event list of each AOD set will be reg-
istered and the access to the AOD files will be granted to all ALICE collaborators. AOD files will be
generated via Grid tools at different computing centres and will be stored on the corresponding storage
elements. The processing of each file set will thus be done in a distributed way on the Grid. Some of the
AOD sets may be quite small and would fit on a single storage element or even on one computer; in this
case the corresponding tools for file replication, available in the ALICE Grid infrastructure, will be used.

Chaotic analysis
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The chaotic analysis is focused on a single physics task and typically is based on the filtered data from
the scheduled analysis. Each physicist also may access directly large parts of the ESD in order to search
for rare events or processes. Usually the user develops the code using a small subsample of data, and
changes the algorithms and criteria frequently. The analysis macros and software are tested many times
on relatively small data volumes, both experimental and Monte Carlo. The output is often only a set of
histograms. Such a tuning of the analysis code can be done on a local data set or on distributed data using
Grid tools. The final version of the analysis will eventually be submitted to the Grid and will access large
portions or even the totality of the ESDs. The results may be registered in the Grid file catalogue and
used at later stages of the analysis. This activity may or may not be coordinated inside the PWGs, via the
definition of priorities. The chaotic analysis is carried on within the computing resources of the physics
groups.

6.3 Infrastructure tools for distributed analysis

6.3.1 gShell

The main infrastructure tools for distributed analysis have been described in Chapter 3. The actual
middleware is hidden by an interface to the Grid, gShell [2], which provides a single working shell. The
gShell package contains all the commands a user may need for file catalogue queries, creation of sub-
directories in the user space, registration and removal of files, job submission and process monitoring.
The actual Grid middleware is completely transparent to the user.

The gShell overcomes the scalability problem of direct client connections to databases. All clients
connect to the gLite [3] API services. This service is implemented as a pool of preforked server dae-
mons, which serve single-client requests. The client-server protocol implements a client state which is
represented by a current working directory, a client session ID and time-dependent symmetric cipher
on both ends to guarantee client privacy and security. The server daemons execute client calls with the
identity of the connected client.

6.3.2 PROOF – the Parallel ROOT Facility

The Parallel ROOT Facility, PROOF [4] has been specially designed and developed to allow the analysis
and mining of very large data sets, minimizing response time. It makes use of the inherent parallelism
in event data and implements an architecture that optimizes I/O and CPU utilization in heterogeneous
clusters with distributed storage. The system provides transparent and interactive access to terabyte-
scale data sets. Being part of the ROOT framework, PROOF inherits the benefits of a performing object
storage system and a wealth of statistical and visualization tools. The most important design features of
PROOF are:

� transparency – no difference between a local ROOT and a remote parallel PROOF session;

� scalability – no implicit limitations on number of computers used in parallel;

� adaptability – the system is able to adapt to variations in the remote environment.

PROOF is based on a multi-tier architecture: the ROOT client session, the PROOF master server,
optionally a number of PROOF sub-master servers, and the PROOF worker servers. The user connects
from the ROOT session to a master server on a remote cluster and the master server creates sub-masters
and worker servers on all the nodes in the cluster. All workers process queries in parallel and the results
are presented to the user as coming from a single server.

PROOF can be run either in a purely interactive way, with the user remaining connected to the
master and worker servers and the analysis results being returned to the user’s ROOT session for further
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analysis, or in an ‘interactive batch’ way where the user disconnects from the master and workers (see
Fig. 3.4 on page 30). By reconnecting later to the master server the user can retrieve the analysis results
for that particular query. This last mode is useful for relatively long running queries (several hours) or
for submitting many queries at the same time. Both modes will be important for the analysis of ALICE
data.

6.4 Analysis tools

This section is devoted to the existing analysis tools in ROOT and AliRoot. As discussed in the intro-
duction, some very broad analysis tasks include the search for some rare events (in this case the physicist
tries to maximize the signal-over-background ratio), or measurements where it is important to maximize
the signal significance. The tools that provide possibilities to apply certain selection criteria and to find
the interesting combinations within a given event are described below. Some of them are very general
and are used in many different places, for example the statistical tools. Others are specific to a given
analysis.

6.4.1 Statistical tools

Several commonly used statistical tools are available in ROOT [5]. ROOT provides classes for efficient
data storage and access, such as trees and ntuples. The ESD information is organized in a tree, where
each event is a separate entry. This allows a chain of the ESD files to be made and the elaborated selector
mechanisms to be used in order to exploit the PROOF services. Inside each ESD object the data is stored
in polymorphic containers filled with reconstructed tracks, neutral particles, etc. The tree classes permit
easy navigation, selection, browsing, and visualization of the data in the branches.

ROOT also provides histogramming and fitting classes, which are used for the representation of
all the one- and multi-dimensional distributions, and for extraction of their fitted parameters. ROOT
provides an interface to powerful and robust minimization packages, which can be used directly during
some special parts of the analysis. A special fitting class allows one to decompose an experimental
histogram as a superposition of source histograms.

ROOT also has a set of sophisticated statistical analysis tools such as principal component analysis,
robust estimator, and neural networks. The calculation of confidence levels is provided as well.

Additional statistical functions are included in ��������� .

6.4.2 Calculations of kinematics variables

The main ROOT physics classes include 3-vectors and Lorentz vectors, and operations such as transla-
tion, rotation, and boost. The calculations of kinematics variables such as transverse and longitudinal
momentum, rapidity, pseudorapidity, effective mass, and many others are provided as well.

6.4.3 Geometrical calculations

There are several classes which can be used for measurement of the primary vertex: ���������������� ��!��"!�� �# ,
���!�!�$�����!�� �����"��� �%�%�# , ���������������� ��!��"!�� &�('�)+* , ���!�!�������!�� ��!��"��� ��� ��!,�-.* . A fast estimation of the z-
position can be done by ���������������� ��!��"!�� �# , which works for both lead–lead and proton–proton col-
lisions. An universal tool is provided by �!���!�$�������� �����"!�� ��� ���,�-&* , which calculates the position and
covariance matrix of the primary vertex based on a set of tracks, and also estimates the χ2 contribution of
each track. An iterative procedure can be used to remove the secondary tracks and improve the precision.

Track propagation to the primary vertex (inward) is provided in AliESDtrack.
The secondary vertex reconstruction in case of V0 is provided by ���!�(�!/�0��� ��!��"!�� , and in case of

cascade hyperons by ������1!��*�,���2!������ �����"!�� . An universal tool is ���!�!�������!�� ��!��"��� ��� ��!,�-.* , which can
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be used also to find secondary vertices close to the primary one, for example decays of open charm like
D0 3 K 4 π 5 or D 5 3 K 4 π 5 π 5 . All the vertex reconstruction classes also calculate distance of closest
approach (DCA) between the track and the vertex.

The calculation of impact parameters with respect to the primary vertex is done during the recon-
struction and the information is available in 6�7�8�9�:(;!<�=�>�?$@ . It is then possible to recalculate the impact
parameter during the ESD analysis, after an improved determination of the primary vertex position using
reconstructed ESD tracks.

6.4.4 Global event characteristics

The impact parameter of the interaction and the number of participants are estimated from the energy
measurements in the ZDC. In addition, the information from the FMD, PMD, and T0 detectors is avail-
able. It gives a valuable estimate of the event multiplicity at high rapidities and permits global event
characterization. Together with the ZDC information it improves the determination of the impact param-
eter, number of participants, and number of binary collisions.

The event plane orientation is calculated by the 6�7�8�A�7�B�C�6�DE>�7�F&G�8!G class.

6.4.5 Comparison between reconstructed and simulated parameters

The comparison between the reconstructed and simulated parameters is an important part of the analysis.
It is the only way to estimate the precision of the reconstruction. Several example macros exist in AliRoot
and can be used for this purpose: 6�7�8�H�I!J�J�B$K�LM>�=E8�G�B(DONPJ , 6�7!8!Q�H�:�J�B�K�LM>�=M8!G�B(D�R�STNPJ , etc. As a first step
in each of these macros the list of so-called ‘good tracks’ is built. The definition of a good track is
explained in detail in the ITS [6] and TPC [7] Technical Design Reports. The essential point is that the
track goes through the detector and can be reconstructed. Using the ‘good tracks’ one then estimates the
efficiency of the reconstruction and the resolution.

Another example is specific to the MUON arm: the U�VMW�X�Y�Z�?�B�J�[�Z�?$@\NPJ macro compares the recon-
structed muon tracks with the simulated ones.

There is also the possibility to calculate directly the resolutions without additional requirements on
the initial track. One can use the so-called track label and retrieve the corresponding simulated particle
directly from the particle stack ( 6�7�8�:�<�>�?�@ ).

6.4.6 Event mixing

One particular analysis approach in heavy-ion physics is the estimation of the combinatorial background
using event mixing. Part of the information (for example the positive tracks) is taken from one event,
another part (for example the negative tracks) is taken from a different, but ‘similar’ event. The event
‘similarity’ is very important, because only in this case the combinations produced from different events
represent the combinatorial background. Typically ‘similar’ in the example above means with the same
multiplicity of negative tracks. One may require in addition similar impact parameters of the interactions,
rotation of the tracks of the second event to adjust the event plane, etc. The possibility for event mixing
is provided in AliRoot by the fact that the ESD is stored in trees and one can chain and access simul-
taneously many ESD objects. Then the first pass would be to order the events according to the desired
criterion of ‘similarity’ and to use the obtained index for accessing the ‘similar’ events in the embedded
analysis loops. An example of event mixing is shown in Fig. 6.1. The background distribution has been
obtained using ‘mixed events’. The signal distribution has been taken directly from the Monte Carlo
simulation. The ‘experimental distribution’ has been produced by the analysis macro and decomposed
as a superposition of the signal and background histograms.
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Figure 6.1: Mass spectrum of the φ meson candidates produced inclusively in the proton–proton interactions.

6.4.7 Analysis of the High-Level Trigger (HLT) data

This is a specific analysis which is needed in order to adjust the cuts in the HLT code, or to estimate the
HLT efficiency and resolution. AliRoot provides a transparent way of doing such an analysis, since the
HLT information is stored in the form of ESD objects in a parallel tree. This also helps in the monitoring
and visualization of the results of the HLT algorithms.

6.4.8 Visualization

The visualization classes give the possibility for prompt inspection of the simulation and reconstruction
results. The initial version of the visualization is available in the ]!^�_�`E_!acbE^�d�e class. Another more
elaborated module `.f�g�h�i�]�j is under development.

6.5 Existing analysis examples in AliRoot

There are several dedicated analysis tools available in AliRoot. Their results were used in the Physics
Performance Report and described in ALICE internal notes. There are two main classes of analysis: the
first one based directly on ESD, and the second one extracting first AOD, and then analysing it.

k ESD analysis

V0 and cascade reconstruction/analysis
The V0 candidates are reconstructed during the combined barrel tracking and stored in the
ESD object. The following criteria are used for the selection: minimal-allowed impact pa-
rameter (in the transverse plane) for each track; maximal-allowed DCA between the two
tracks; maximal-allowed cosine of the V0 pointing angle (angle between the momentum vec-
tor of the particle combination and the line connecting the production and decay vertices);
minimal and maximal radius of the fiducial volume; maximal-allowed χ2. The last criterion
requires the covariance matrix of track parameters, which is available only in ]!^�_(l�g�`�m�n�d!o�p .
The reconstruction is performed by ]!^�_(q!r�s!t�n�m!t�u�t�n . This class can be used also in the anal-
ysis. An example of reconstructed kaons taken directly from the ESDs is shown in Fig.6.2.
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Figure 6.2: Mass spectrum of the K0
S meson candidates produced inclusively in the Pb–Pb collisions.

The cascade hyperons are reconstructed using the V0 candidate and ‘bachelor’ track selected
according to the cuts above. In addition, one requires that the reconstructed V0 effective
mass belongs to a certain interval centred in the true value. The reconstruction is performed
by v!w�x�y�z�{�|�z�}�~��!~����!~���~�� , and this class can be used in the analysis.

Open charm
This is the second elaborated example of ESD analysis. There are two classes, v�w�x$�����������.x
and v�w!x������������.x(v��Mz�w��E{�x�{ , which contain the corresponding analysis code. The decay un-
der investigation is D0 � K � π � and its charge conjugate. Each D0 candidate is formed
by a positive and a negative track, selected to fulfil the following requirements: minimal-
allowed track transverse momentum, minimal-allowed track impact parameter in the trans-
verse plane with respect to the primary vertex. The selection criteria for each combination
include maximal-allowed distance of closest approach between the two tracks, decay angle
of the kaon in the D0 rest frame in a given region, product of the impact parameters of the
two tracks larger than a given value, pointing angle between the D0 momentum and flight-
line smaller than a given value. The particle identification probabilities are used to reject
the wrong combinations, namely � K � K � and � π � π � , and to enhance the signal-to-background
ratio at low momentum by requiring the kaon identification. All proton-tagged tracks are
excluded before the analysis loop on track pairs. More details can be found in Ref. [8].

Quarkonia analysis
Muon tracks stored in the ESD can be analysed by the macro ���M�����&z�{�{���w���� �������Py . This
macro performs an invariant-mass analysis of muon unlike-sign pairs and calculates the com-
binatorial background. Quarkonia ptand rapidity distribution are built for J � ψ and ϒ. This
macro also performs a fast single-muon analysis: pt, rapidity, and θ vs ϕ acceptance distri-
butions for positive and negative muon tracks with a maximal-allowed χ2.

� AOD analysis

Often only a small subset of information contained in the ESD is needed to perform an analysis.
This information can be extracted and stored in the AOD format in order to reduce the computing
resources needed for the analysis.
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The AOD analysis framework implements a set of tools like data readers, converters, cuts, and
other utility classes. The design is based on two main requirements: flexibility and common AOD
particle interface. This guarantees that several analyses can be done in sequence within the same
computing session.

In order to fulfil the first requirement, the analysis is driven by the ‘analysis manager’ class and
particular analyses are added to it. It performs the loop over events, which are delivered by an
user-specified reader. This design allows the analyses to be ordered appropriately if some of them
depend on the results of the others.

The cuts are designed to provide high flexibility and performance. A two-level architecture has
been adopted for all the cuts (particle, pair and event). A class representing a cut has a list of ‘base
cuts’. Each base cut implements a cut on a single property or performs a logical operation (and,
or) on the result of other base cuts.

A class representing a pair of particles buffers all the results, so they can be re-used if required.

Particle momentum correlations (HBT) – HBTAN module
Particle momentum correlation analysis is based on the event-mixing technique. It allows
one to extract the signal by dividing the appropriate particle spectra coming from the original
events by those from the mixed events.
Two analysis objects are currently implemented to perform the mixing: the standard one and
the one implementing the Stavinsky algorithm [9]. Others can easily be added if needed.
An extensive hierarchy of the function base classes has been implemented facilitating the
creation of new functions. A wide set of the correlation, distribution and monitoring functions
is already available in the module. See Ref. [10] for the details.
The package contains two implementations of weighting algorithms, used for correlation
simulations (the first developed by Lednicky [11] and the second due to CRAB [12]), both
based on an uniform interface.

Jet analysis
The jet analysis [13] is available in the module JETAN. It has a set of readers of the form�������� �¡�¢�£�¤�¡M��¥��� M¦¨§� !£�©! �¤�ª�«�«�«!¬

, where
«�«�«

= �®�¯ , °!±�² , ³ �$´M �µ!¶�¶�© ² ¢�· , ³ �¨´M  , derived
from the base class

�������� �¡�¢�£�¤�¡M��¥��� M¦¨§� !£�©! �¤
. These provide an uniform interface to the in-

formation from the kinematics tree, from HLT, and from the ESD. The first step in the analy-
sis is the creation of an AOD object: a tree containing objects of type

���!���� �¡ �¸  �´!¡�¢�£�¤�¡M��¥��� M¦ .
The particles are selected using a cut on the minimal-allowed transverse momentum. The sec-
ond analysis step consists of jet finding. Several algorithms are available in the classes of the
type

�!����ª�«�«�«�¬��� �¡�¹E�$´�©! �¤
. An example of AOD creation is provided in the

¥(¤! !£�¡!  �¸  �´!¡&¦»ºP·
macro. The usage of jet finders is illustrated in ¼ �$´�©M�� �¡&¦»ºP· macro.

V0 AODs
The AODs for V0 analysis contain several additional parameters, calculated and stored for
fast access. The methods of the class

�!���(��½ ¯�¸�¾ provide access to all the geometrical and
kinematics parameters of a V0 candidate, and to the ESD information used for the calcula-
tions.
MUON
There is also a prototype MUON analysis provided in

���!��¿�ÀM¶�´���´M£���ÁE¦���¦
. It simply fills

several histograms, namely the transverse momentum and rapidity for positive and negative
muons, the invariant mass of the muon pair, etc.

The analysis framework is one of the most active fields of development. Many new classes and
macros are in preparation. Some of them are already tested on the data produced during the Physics Data
Challenge 2004 and will become part of the ALICE software.
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7 Computing model and capacity requirements

7.1 Introduction

This chapter describes the computing model for the processing of the data produced by the ALICE
detector in pp and A–A collisions every year. The computing model of the LHC experiements has
been already reviewed in 2001 during the so-called LHC Computing Review (LHCCR) [1]. The model
presented in this document however contains several changes with respect to the 2001 version, and it
has been reviewed by a subsequent LHCC review that focussed mainly on the requested resources [2].
Compared to the 2001 version, the model has been further developed and refined thanks to the experience
gained during the Physics Data Challenges. The amount of permanent storage has increased because a
duplication of raw data at external Tier 1s is now foreseen in the model. Disk storage has substantially
increased: the new estimate is deduced from the disk usage made during the Physics Data Challenges.
This document contains also an evaluation of the contributions of Tier 2 centres, which was not present
in the ALICE LHCC estimates.

7.2 Input parameters

The input parameters for the present computing model are derived from information contained in the
ALICE Trigger, DAQ, HLT and Control System TDR [3] and the ALICE Physics Performance Report
Vol. 1 [4]. All input parameters are to be considered as our best estimates at the moment. They are
based on the nominal figures of a standard data-taking year. The resources requirements during the
commissioning of the machine and the two first years of running have been estimated as a percentage of
a standard data-taking year, taking into account the information available at this moment about the LHC
machine schedule.

Independently from the LHC pp luminosity, the beam parameters will be adjusted to achieve a lumi-
nosity of at most 3 Â 1030 cm Ã 2s Ã 1 leading to an interaction of 200 kHz and an average pileup of about
36 events during the TPC drift time (88 µs). The parameters adopted for Pb–Pb collisions are listed in
Table 7.1.

Table 7.1: Parameters adopted for Pb–Pb collisions.

Centre-of-mass energy 5.5A TeV
Luminosity 5 Â 1025 cm Ã 2s Ã 1 in 2008

5 Â 1026 cm Ã 2s Ã 1 (average luminosity) from 2009 onward
Total reaction cross-section 8 b
Nominal collision rate 4 Â 103 Hz Pb–Pb collisions at average luminosity

The trigger rate and RAW data bandwidth are independent of the luminosity as trigger thresholds
and conditions will be adjusted to saturate the bandwidth. During pp collisions, more than one bunch
crossing will happen during the gating of the TPC on account of its long drift time, and therefore more
than one collision may be recorded (pileup). The amount of this pileup depends on luminosity, and
therefore the event size will increase with the luminosity. Studies are under way to remove these pileup
events on line with the HLT system. However, given the criticality of this operation, we do not foresee
doing it in the first years of pp running.
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During the first year of operation, the following running scenario has been assumed. The first pp run
will take place over a reduced time, from the beginning of July 2007 until the end of September 2007.
Assuming the maximum luminosity allowed for ALICE, this first run will deliver 40% of the pp data
during a standard data-taking year. This run will be followed by a short Pb–Pb pilot run with reduced
luminosity which will deliver at most 20% of the Pb–Pb data we will collect in one standard data-taking
year. The first Pb–Pb run with a still reduced luminosity will occur at the end of 2008, the second year
of LHC operation. As we have explained this will not imply a reduction in the data rate, as we will
adjust the trigger accordingly. These assumptions have been taken into account to establish the rampup
of resources deployment required by ALICE.

Below we shall discuss the following types of data:

Ä RAW: raw data as recorded by the DAQ (real) or simulated (Monte Carlo, MC);

Ä ESD: Event Summary Data as produced by the reconstruction program;

Ä AOD: Physics Analysis Object Data derived from the ESD and similar to today’s n-tuples;

Ä TAG: Event tags for event selection.

As far as the basic RAW data parameters are concerned, for both pp and Pb–Pb an average acquisition
rate is considered. During a pp run, the rate can go up to 500 Hz, however, this is in special cases and
for a short period of time only. Since for Pb–Pb collisions the event size changes significantly with the
centrality of the collision, a normalized rate, taking an average event size of 12.5 MB, is considered. This
event size has been calculated assuming a charged-particle density of dN/dy = 4000. The actual trigger
rate will be the sum of several event types with different sizes and rates.

The data taking parameters are summarised in Table 7.2.

Table 7.2: Data-taking parameters.

pp Pb–Pb

Event recording rate (Hz) 100 100
Event recording bandwidth (MB/s) 100 1250
Running time per year (Ms) 10 1
Events per year 109 108

7.3 The computing model

The computing model is subject to change with time. During the first years of running, even if luminosi-
ties might be below the nominal luminosity, only slightly less data will be recorded than during runs with
nominal luminosities. The reason is that selective triggers will become operational only after a necessary
training period needed to understand the various detection systems. Data from this early period will be
processed offline rather differently than data from later runs. Understanding the detectors and training of
the alignment, calibration, reconstruction and analysis algorithms will required many processing passes
by many physicists on a subset of raw data. This phase must be limited in time and followed by an early
fast processing of the total set of available data to guarantee early access to physics results. This fast
processing must, however, be complete to preserve the richness of the data and the discovery potential in
the early run. Therefore, adequate computing must already be available when the LHC provides the first
pp collisions.
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In the following we discuss an offline processing scenario, from which the required computing re-
sources are estimated, and which we foresee to apply during standard data-taking years at nominal lumi-
nosities. We assume that a normal run period is split into:

Å seven months (effective 107 s) of pp collisions,

Å one month (effective 106 s) of heavy-ion collisions, and

Å four months of winter shutdown.

The overall organized processing (calibration, alignment, reconstruction and scheduled analysis) is
scheduled and prioritized in the ALICE Physics Working Groups (PWG) and by the ALICE Physics
Board. The end-user analysis (sometimes called ‘chaotic analysis’) is performed in the context of the
PWGs and, in case of lack of resources, it is prioritized by the Physics Board.

Depending on the middleware that will be in use at the time of LHC start-up, a more or less hier-
archical organization of computing resources (Tier 0, Tier 1, Tier 2) will be in order. Although ALICE
believes that most likely the democratic cloud model rather than the strict hierarchy of the MONARC
model will prevail, the estimate of the required resources uses the concepts and names introduced by
MONARC (see also Section 3.2).

Å Tier 0 provides permanent storage for the raw data, distributes raw data to Tier 1 and performs the
calibration and alignment task and the first reconstruction pass. Our model foresees that one Tier 1
and one Tier 2 be co-located with the Tier 0 at CERN.

Å Tier 1s outside CERN provide permanent storage of a copy of the raw data. All Tier 1s perform the
subsequent reconstruction passes, the scheduled analysis tasks, and the reconstruction of Pb–Pb
MC data; they have the responsibility for the long term storage of data processed at Tier 1s and
Tier 2s.

Å Tier 2s generate and reconstruct the simulated Monte Carlo data and perform the chaotic analysis.

Å Tier 0, Tier 1s and Tier 2s provide short-term storage with fast access to multiple copies of active
data, raw (only a fraction) and processed.

Although the scenario may change to adjust to the available computing resources and Grid middleware
functionality at a given time, or to provide rapid feedback to physics results obtained during the initial
reconstruction and analysis, it is unlikely that the estimated needs of computing resources will vary
considerably. Changes of the order of up to 50% in processing, short-term storage, or long-term storage
must however be anticipated. Unexpected features in the operation of the Grid resources, which might
result in efficiencies lower than anticipated, and which could not be predicted during the Data Challenges,
could also require more or less important changes in the needed computing resources.

To estimate the computing resources required by the present model, the efficiency factors for the
usage of processors (CPU), short-term storage (disk), and long-term mass storage (MS) listed in Table 7.3
have been adopted. These are factors agreed by the LCG project and used by all the LHC experiments.

7.4 CPU requirements

7.4.1 Parameter values

The ALICE Data Acquisition system will record pp and heavy-ion data at a rate of 100 Hz during the
previously discussed effective time of 107 s and 106 s, respectively (see Table 7.2). The raw data size will
vary with the trigger selection. The product trigger-rate times raw-data-size is limited by the maximum
bandwidth available to transfer data to the mass storage system, 1.25 GB/s.
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Table 7.3: Efficiency factors for the use of processors (CPU), short-term storage (disk), and long-term mass
storage (MS).

Efficiency factors (%)

Efficiency for scheduled CPU 85
Efficiency for chaotic CPU 60
Disk utilization efficiency 70
MS utilization efficiency 100

The processing power required for the reconstruction of data, raw as well as Monte Carlo, has
been estimated from the performance of the reconstruction algorithms presently in use and tested on
Monte Carlo data. We have taken as a value 80% of the present reconstruction times, which takes into
account the optimization of the code and its increase in complexity within a reasonable safety factor. For
Pb–Pb collisions an average charged-particle multiplicity of 4000 has been adopted. This is a conserva-
tive estimation based on the recent results from RHIC and the theoretical extrapolations at LHC energy.
The real value might, however, be smaller as suggested by the RHIC data. The reconstruction algorithms
are not yet entirely optimized, and they are not complete as they do not yet include calibration or align-
ment procedures. The figures quoted for reconstruction try to take these factors into account, considering
the evolution of the code performance during the past years.

During the first years there will be a full first reconstruction pass followed by a ‘second pass’ which
will in reality be composed of several short runs to tune the reconstruction programs based on the results
of the first full pass. It is expected that the resources needed by this activity will correspond to a full
reconstruction pass. Then we will run a second full reconstruction pass on all data of that year’s run with
final condition information. As time passes, we expect to improve our capability to derive good condition
information soon after the first reconstruction pass. However, we also expect the need to reconstruct and
analyse data coming from previous runs. So the estimation of three reconstruction passes is reasonable
over the foreseeable lifetime of the experiment, if compound with the foreseen upgrade of the computing
equipment (see Section 7.7).

The computing power required for analysis has been estimated based on a limited variety of Grid-
enabled analysis use-cases performed during the Physics Data Challenges. Since the analysis algorithms
will vary in complexity depending on the physics channel under study, the computing power for analysis
will have to be revised once a larger set of analysis classes has been exercised on the Grid. A variation
of a factor up to two must be anticipated.

The computing power required for the generation of Monte Carlo data is better under control. It will
be subject to changes only if the real charged-particle multiplicity differs substantially from the predicted
by the HIJING Monte Carlo generator. Table 7.4 lists the values adopted for the various parameters
entering our estimation. The CPU power quoted for simulation includes event generation, tracking of
particles through the detectors (an average value for the GEANT 3 and FLUKA transport codes has been
adopted), and digitization of the generated signals.

Chaotic analysis tasks are well-focused analyses performed by single users on a subset of the data,
possibly residing entirely at given Tier 2 centres. Scheduled analyses tasks gather many analysis from
users and thus require much more CPU power than single-analysis tasks. They are performed on the en-
tire set of reconstructed data, once per reconstruction pass. To optimize data transfer, scheduled analysis
is best performed at Tier 1 centres.
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Table 7.4: Computing power required for the processing (simulation includes event generation, tracking and
digitization) of the ALICE real and Monte Carlo data.

Processing power parameters
pp HI

Reconstruction KSI2k Æ s/event 5.9 740.0
Chaotic analysis KSI2k Æ s/event 0.6 8.3

Scheduled analysis KSI2k Æ s/event 16.0 240.0
Simulation KSI2k Æ s/event 39.0 17000.0

Reconstruction passes – 3 3
Chaotic analysis passes – 20 20

Scheduled analysis passes – 3 3

7.4.2 Raw-data processing strategy

The scheduled processing of raw data consists of the reconstruction of the raw data and the creation of
ESD objects.

Although the processing strategies vary between pp and heavy-ion runs, they have in common that
the first reconstruction pass must be fast and must start immediately after (for heavy-ion) or during
(for pp) data taking to allow for rapid discoveries and to establish quickly the overall properties of the
collisions. On the other hand, the first heavy-ion reconstruction pass must be finished well before the
start of the next heavy-ion run (at least six months before) to be able to define from the data analysis the
running conditions. For heavy-ion runs, this first reconstruction is preceded by a computing-intensive
calibration and alignment task not exceeding one month in duration and taking place during heavy-
ion data acquisition. The additional reconstruction passes will consist of a full-fledged reconstruction
including fine tuning of all the parameters of the algorithms.

Calibration and alignment tasks are performed quasi online on the events stored on a disk buffer at
Tier 0. The size of this buffer is the equivalent of two days of heavy-ion data taking, i.e. 200 TB.

7.4.2.1 pp data processing

The data collected during pp runs, being less demanding in terms of computing resources than heavy-ion
data for their reconstruction, will be processed online or quasi online during data taking (seven months
according to our standard data-taking year) at the CERN Tier 0. The data temporarily stored on the
Tier 0 disk buffer (one day of Pb–Pb running is the equivalent of 10 days pp data taking) are processed,
successively calibrated, and reconstructed. Reconstructed data will be kept for long-term storage locally
at Tier 0 and distributed to the Tier 1s. The second and the third reconstruction passes will be distributed
in Tier 1s and spread over a period of six months.

7.4.2.2 Heavy-ion data processing

Because of the much larger data recording rate in heavy-ion mode, online reconstruction of the entire set
of data would require unaffordable computing resources. The first reconstruction pass will therefore last
four months and can start immediately after the data taking ends, or even during the run depending on
the performance of the calibration and alignment task. It is crucial that this first reconstruction ends well
before the next heavy-ion run starts in order to allow for enough time to analyse the data and elaborate
the new running conditions. We estimate that the time required for this is of the order of six months.
The second and third reconstruction passes will be distributed in Tier 1s and can be done over a period
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of six months. Obviously, in such a scenario, pp and A–A reconstruction passes will be concurrent. Two
different reconstruction tasks, one for pp and one for A–A, will be permanently active in Tier 1s, and
at Tier 0 either the first pp or the first A–A reconstruction will be active (see the sketch of a possible
processing scenario in Fig. 7.1).

The resources required to perform the ALICE pp and heavy-ion data reconstruction within such a
scenario are listed in Table 7.5.

Table 7.5: Annual processing resources required to reconstruct and analyse the real pp and A–A data and to
process (generation, reconstruction, and analysis) Monte Carlo data.

CPU (MSI2K)
Integrated Average Max.

MC (simulation+reconstruction) 150 12.0 12.0
Real reconstruction 94 7.8 13.0
Scheduled analysis 96 8.0 8.4

Chaotic analysis 16 1.3 1.3
Alignment & calibration 3 0.3 3.0

7.4.3 Monte Carlo data simulation

The production scheme of Monte Carlo differs for pp and heavy-ion simulations. In the case of pp simu-
lations, Monte Carlo data will be generated in an amount similar to that of collected real data (109 events
per year). To avoid requesting a prohibitive amount of resources and also to enrich generated events with
physics signal of interest, we have adopted a merging technique for heavy-ion simulation. Full-fledged,
heavy-ion events are generated in a limited amount (107 events per year) in sets of different impact pa-
rameters (minimum-bias, peripheral, and central); these events are called the ‘underlying events’. The
different signal events are then generated, merged into one underlying event, at the digits level, and the
merged event is reconstructed in a single task. In this way, the underlying events can be reused several
times. From the data challenges experience we have fixed to 10 the number of times an underlying event
can be reused and preserve realistic event-to-event fluctuations.

The Monte Carlo pp and heavy-ion events are typically generated and reconstructed at the Tier 2
centres.

The annual resources required to process the Monte Carlo data (generation, reconstruction) are listed
in Table 7.5.

7.4.4 Data analysis

Based on the experience of past experiments, the data analysis will consume a large fraction of the total
amount of resources. At variance with the reconstruction and the simulation tasks, not all the analysis
tasks can be easily scheduled as they will involve potentially all the physicists of the collaboration apply-
ing customized algorithms many times on subsets of the data of various sizes. This way of performing
analysis is called chaotic analysis. However, it is foreseen to perform scheduled analysis during the same
production tasks as the reconstruction passes and therefore over the entire set of data. This scheduled
analysis will group in each pass all the official algorithms approved by the Physics Board. The time
needed to analyse reconstructed events depends very much on the complexity of the analysis algorithm
and on the overhead introduced by the Grid processing. The latter can only be predicted once the analysis
on the Grid has been exercised with the final middleware and at the final scale. The processing power we
have considered is an average value which can vary largely from one analysis to the other. To estimate
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Figure 7.1: Processing scenario used to estimate the resources required at Tier 0, Tier 1s and Tier 2s.
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Figure 7.2: Profile of processing resources required at Tier 0, Tier 1s, and Tier 2s to process all ALICE data.

the processing resources required for the analysis we have considered that 200 physicists will exercise
their algorithms many times on a small fraction of the data and produce physics results on a larger subset
of the data. We furthermore assumed that the various analyses launched by the physics working groups
are performed only once over the entire set of reconstructed data. Scheduled analysis, regrouping many
analysis tasks, will require a larger amount of computing power per event than chaotic analysis. Indi-
viduals will also perform analyses using computing resources available at their home institutes. These
resources are not accounted for in the present evaluation of the requirements.

The annual required resources to analyse real data are listed in Table 7.5.
From the scenario sketched in Fig. 7.1 on the preceding page, we deduce in Fig. 7.2 the profile of

CPU resources required, including the ramp-up scenario.
The final values of resources required during a standard year of running at Tier 0, Tier 1s and Tier 2s

are summarized in Table 7.8 on page 71.

7.5 Storage requirements

All data produced by the ALICE detector will be stored permanently for the duration of the experiment.
This includes the raw data, a second copy of the raw data, one set of Monte Carlo data, reconstructed
data from all reconstruction passes, analysis objects, calibration and condition data. A fraction of the
produced data will be kept on short-term storage, providing rapid access to data frequently processed
and for I/O dominated tasks. The media for permanent and transient storage will be decided according
to the technology available. Currently the permanent storage medium is magnetic tape and the transient
storage medium is disk. The ratio between disk and tape storage will change with time and will be
dictated by the price–performance ratio. The parameters used to estimate the storage requirements are
derived from the Data Challenge experience and are reported in Table 7.2 and Table 7.5.

7.5.1 Permanent storage

Raw data from pp and heavy-ion runs are copied onto permanent storage at Tier 0. They are further
exported to the external Tier 1s, each one keeping a fraction of raw data on permanent storage, thus
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Table 7.6: Size per event and per year of raw data produced by the ALICE experiment in pp and in Pb–Pb runs
and by the processing of raw and Monte Carlo data.

Real data (MB) Monte Carlo data (MB)
Raw ESD AOD Event catalogue Raw ESD

pp per event 1.0a 0.04 0.004 0.01 0.4 0.04
per year ( Ç 109) 1.1 0.18 0.4 0.1

Heavy-ion per event 12.5 2.5 0.25 0.01 300 2.5
per year ( Ç 109) 1.4 1.0 3.0 0.9

aIt is assumed that five events are piled up.

providing a second copy. To cater for possible network interruptions, a disk buffer corresponding to the
equivalent of 12 hours of heavy-ion data taking is foreseen in the DAQ cluster, and the equivalent of 2
days at the Tier 0. One copy of each reconstruction pass is stored on permanent storage at Tier 0 and
external Tier 1s, most likely where they have been generated. One copy of Monte Carlo data is stored
and distributed among the Tier 1s. The annual requirement for permanent storage in each Tier category
is summarized in Table 7.8 on page 71. These values correspond to the needs during a standard year of
running. Tier 2s are not required to provide permanent mass storage.

7.5.2 Transient storage

The requirements for transient storage on fast access media depend very much on the computing model,
on the balance of available distributed processing resources, and on the network bandwidth and occu-
pancy. In the absence of Grid simulation tools, our estimates on needed transient storage capacities
are based on the requirement to store on disks data that will be frequently accessed primarily through
non-scheduled tasks. They include:

È a fraction of the yearly raw data stored at Tier 0 (2%) and at each external Tier 1 (10%);

È one copy of the calibration and condition data at Tier 0 and each external Tier 1;

È two copies of the reconstructed data (ESD) of two reconstruction passes distributed onto Tier 0
and Tier 1s transient storage; a fraction of the ESD reside on disk at Tier 2.

È all analysis objects (AOD, event catalogue) distributed at Tier 2s and Tier 1s where they have been
produced;

È one copy of generated Monte Carlo data are distributed in Tier 1s;

È two copies of reconstructed Monte Carlo distributed at Tier 2s where they have been produced.

The overall transient storage capacities required during a standard data taking year in each Tier category
are listed in Table 7.8 on page 71.

7.6 Network

7.6.1 Tier 0

Data from the ALICE DAQ are transfered to Tier 0 at a rate of 1.25 GB/s during heavy-ion runs and
100 MB/s during pp runs. The DAQ farm provides for sufficient disk storage (50 TB) to buffer the equiv-
alent of 12 hours of heavy-ion data taking. The maximum network bandwidth into Tier 0 is therefore
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10 Gb/s during the heavy-ion run and 0.8 Gb/s during the pp run. The 10 Gb/s lines scheduled to be
installed between the ALICE experiment and Tier 0 and exclusively dedicated to the raw data transfer
will be sufficient.

Several kinds of transfer will contribute to the outgoing traffic from Tier 0 to external Tier 1s:
É the raw pp data export during the seven months of data taking leads to a rate of 55 MB/s;

É during the same time ESD data are exported at a rate of 3 MB/s;

É the raw heavy-ion data exportation during the month of data taking and the following four months
of shutdown leads to a rate of 120 MB/s;

É during the four months of shutdown time ESD data are exported with a rate of 26 MB/s.

Data will be transferred simultaneously to every external Tier 1. This traffic results in a data transfer
peak of 150 MB/s during the winter shutdown period. These values translate into a maximum outgoing
network bandwidth of about 2 Gb/s (average over the year 1 Gb/s). A disk buffer of 200 TB is required
at Tier 0 to store the equivalent of 48 hours of exported Pb–Pb RAW data.

7.6.2 Tier 1

The maximum incoming bandwidth required from Tier 0 into each Tier 1 is deduced from the discussion
in the previous section to be 0.3 Gb/s assuming raw data are distributed in six Tier 1s. To the traffic from
Tier 0 has to be added the traffic from Tier 2 exporting Monte Carlo data. Assuming that all Monte Carlo
data are processed in Tier 2s and that there are on average 3.5 Tier 2s sending their locally produced data
to a given Tier 1, this traffic amounts to 20 MB/s. The incoming bandwidth is therefore equal to about
2 Gb/s.

Tier 1 exports ESD data to Tier 2 for analysis. Assuming that all the analysis is done in Tier 2s and
that each Tier 1 serves all the Tier 2s, the traffic from one Tier 1 to the Tier 2s amounts to 3 MB/s and
requires a maximum bandwidth of about 0.03 Gb/s.

7.6.3 Tier 2

The incoming and outgoing bandwidth for Tier 2 is deduced from the discussion in the previous section
to be 0.01 Gb/s and 0.6 Gb/s, respectively.

The requested network bandwidth for the various Tier categories is summarized in Table 7.8 on the
next page. It should be noted that we assumed that the network is 100% efficient and operational 100% of
the time. The network infrastructure should make provision for upgrades made possible by an evolving
technology.

One element that makes this evaluation difficult is the duplication factor for disk files. It is clear that
we cannot keep all the active data on disk without requiring an unreasonable amount of disk space. Data
will be copied from Tier 1s permanent storage onto Tier 2s disk buffers. When the disk buffer is full, data
will be removed and then copied again when needed. This may affect the network load between Tier 1s
and Tier 2s and also between Tier 2s according to the end-user analysis pattern and the functionality of
the middleware performing the file movement.

7.7 Ramp-up of resources

The total amount of resources required by ALICE for the production of Monte Carlo data and the pro-
cessing of real data in a standard year of running, are summarized in Table 7.8 on the facing page. A
small overall safety factor of 10% has been taken into account for all kinds of resources (CPU and stor-
age). The staging of the offline resources (see Table 7.7) is dictated by the LHC heavy-ion schedule and
is synchronized with the ramp-up of the DAQ online resources.
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Table 7.7: Estimates for the computing resources ramp-up scenario. The timing of the resources increase is tuned
to have the resources required in a given year available for the start of the heavy-ion run. The share of CERN CPU
resources between Tier 0 and Tier 1/2 is describe in the text.

CPU (MSI2K) 2007 2008 2009 2010

CERN Tier 0 3.3 8.3 10.8 14.0
CERN Tier 1/2
Ex Tier 1’s 4.9 12.3 16.0 20.9
Ex Tier 2’s 5.8 14.4 18.7 24.3
Total 14.0 35.0 45.5 59.2

Disk (TB)

CERN Tier 0 95 238 309 402
CERN Tier 1/2 579 1447 1882 2446
Ex Tier 1’s 2941 7353 9559 12426
Ex Tier 2’s 2042 5106 6638 8629
Total 5658 14144 18387 23903

MSS (TB/year)

CERN Tier 0 990 2475 3218 4183
CERN Tier 1 463 1158 1505 1957
Ex Tier 1’s 2779 6947 9031 11740
Total 4232 10580 13754 17880

Before the first heavy-ion run, 20% of the nominal total resources are required to process pp data
and to produce Monte Carlo data. ALICE foresees an early and short heavy-ion pilot run before the end
of 2007 for which 40% of the resources required at CERN must be available already in mid 2007. 40%
of the external resources must be available when the heavy-ion starts to take up the tasks of the CERN
Tier 1 and Tier 2 which are not available during the heavy-ion run and during the first reconstruction pass
(4 months after the heavy-ion run).

Table 7.8: Summary of the computing resources required by the ALICE computing model during a standard
data-taking year (reference year 2008).

CERN (Tier 0/1/2) Tier 1s Tier 2s Total

CPU (MSI2k) 8.3 12.3 14.4 35.0
Transient storage (PB) 1.7 7.4 5.1 14.1

Permanent storage (PB/year) 3.6 7.0 – 10.6
Bandwidth in (Gb/s) 10 2 0.01 -
Bandwidth out (Gb/s) 1.2 0.03 0.6 -

The first full heavy-ion run is foreseen during the last quarter of 2008. Even though beams with
reduced luminosity with respect to the nominal LHC luminosity might be available, data will be taken
at the maximum rated allowed by the DAQ nominal bandwidth. In addition, even if the event size is
smaller than the size used to estimate the resources required by the computing model, we will saturate
the available DAQ bandwidth by tuning the triggers to increase the event rates, in such a way as to collect
faster the statistics required for the ALICE physics goals. It would be unreasonable to limit the physics
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reach of ALICE during the startup years by delaying the installation at CERN of the full computing
capacity. The rampup of the external resources must follow the rampup of resources at CERN to avoid to
accumulate data to be processed. Delaying the installation of external resources would deprive ALICE
from the needed capacity to react quickly to unexpected discoveries. Therefore, 100% of the required
resources must be installed at CERN, as well as 100% of the external resources, already in 2008 for the
first Pb–Pb run.

In 2009 and 2010, a 30% increase is requested in Tier 1 and Tier 2 resources to be able to cope with
the reconstruction of the data of the running year and previous years. The computing resources required
at CERN include Tier 0, Tier 1 and Tier 2 type resources. The first pass heavy-ion reconstruction will be
performed during the four months after the heavy-ion run at Tier 0 and requests all resources (7.5 MSI2k)
available at the CERN Tier 0. During the same time no Tier 1/2 resources are requested at CERN.

7.8 Summary

The computing resources requirements in each Tier category are summarized in Table 7.8. Our resources
deployment scenario from 2007 to 2010 is summarized in Table 7.7.

The resources at CERN are shared between Tier 0, Tier 1, and Tier 2 services. The resources at
CERN Tier 1 are sized larger than the resources requested in an average Tier 1, but are similar to those
foreseen in the large Tier 1s, such as GridKa. The resources at CERN Tier 2 are of the size of the
resources requested in an average Tier 2. The resources at Tier 0 have been evaluated to process the pp
data quasi-on line, as specified by our Computing Model. Just after the end of the heavy-ion run, Tier 1
and Tier 2 services will be switched off at CERN and their resources will be exclusively devoted to
Tier 0. In such a way, sufficient resources will be made available to perform the first-pass reconstruction
of heavy-ion data within the four months following the heavy-ion run. This mode of operation (see
Fig. 7.1) will leave a sufficiently large time buffer allowing us to analyse data and to define the running
conditions for the next heavy-ion run.

Tier 1s perform scheduled tasks such as additional reconstruction passes and scheduled analysis.
Tier 2s produce and process Monte Carlo data and perform unscheduled end-user analysis tasks. The
processing outside CERN is balanced to cope with the absence of Tier 1 and Tier 2 resources at CERN
during the first-pass reconstruction of heavy-ion data and to provide an uniform global CPU resource
request in external Tier 1s and Tier 2s. The yearly requirement for permanent storage is not likely
to change with time, whereas the disk storage capacity requirements might change depending on the
performance of the upcoming mass storage systems on the one hand and on the performance of the Grid
on the other.
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8 Computing Project organization and
responsibilities

8.1 Computing Project responsibilities

The scope of the ALICE Computing Project is to provide the Collaboration with the framework, re-
sources and software needed to extract the physics content from the data collected by the ALICE experi-
ment and thus realize its physics potential and ultimate goal. The ALICE Computing Project is organized
as shown in the chart of Fig. 8.1.

It has the ultimate responsibility for the coordination of the following activities, classified by respon-
sibility:

1. Subdetector Software. This is the software for the simulation, reconstruction and analysis of the
data coming from a subdetector and for its calibration and alignment. The responsibility for the
development and maintenance of this software lies with the subdetector project.

2. Physics Analysis Software. This is the software that analyses the reconstructed data and extracts
the physics results. The responsibility for this software rests with the Physics Working Groups
organized by the Physics Board that is chaired by the Physics Coordinator.

3. Core computing

(a) Core Software. This is the software that is common to all the subdetectors such as the trans-
port Monte Carlo and the general framework for I/O, event processing, visualization, simula-
tion, calibration, alignment and reconstruction. ALICE-specific services that interface with
the Grid middleware belong to this category. Responsibility for this software rests with the
Core Computing Project.

(b) Infrastructure and Services. This includes the main areas:

i. Central Support. Coordination, distribution and first line support of the ALICE software,
coordination of data processing activities and the coordination of the ALICE Virtual
Organization (VO) and distributed computing environment. It also covers relations with
the LCG project.

ii. Offline Coordination. Planning of the computing resources for the processing of ALICE
data, management of relations with the computing centres and institutions providing
these resources and with the LCG bodies that coordinate these resources.

All these activities are a shared responsibility of the whole Collaboration, as they are services for
all the ALICE physicists and are hosted by the Core Computing Project at CERN.

8.2 Computing Project organization
Ê The Computing Project (Fig. 8.2) is under the leadership of the Computing Coordinator, who is

also the chair of the Computing Board..

Ê The Offline infrastructure is coordinated by the Offline Coordinator, who is also the chair of the
Offline Board.
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Ë Four Project Activity Area coordinators coordinate the software development: Simulation, Recon-
struction and algorithms, Production Infrastructure and Databases, and Framework.

Ë Overall coordination for all project activities is realized through the Software and Computing
Board (SCB) chaired by the Computing Coordinator and composed of the Offline Coordinator, the
coordinators of the Computing Project Activity Areas, one or two representatives for each detector
project, and one representative for major national computing facilities. The DAQ and HLT project
leaders are ex officio members of the SCB.

Ë Coordination of the provision of the computing resources in collaborating institutions is performed
via the Offline Board, chaired by the Offline Coordinator.

Ë Coordination with the ALICE Physics Working Groups is ensured through the ALICE Physics
Coordinator.

Ë Representation within the ALICE Management is ensured through the Computing Coordinator
being an ex officio member of the ALICE Management Board.

Ë The Computing and Offline coordinators ensure representation within the LCG project.

8.3 Organization of the Core Computing Project

The scope and responsibilities in the domain of Core Computing activity is described next.

1. Scope: The scope of the ALICE Core Computing Project (hereafter AC2) is defined as the de-
velopment and maintenance of the experiment software framework and condition databases, the
documentation and Web, the software infrastructure, visualization, and the production tools. It
also includes ALICE software distribution and support, and its interfacing to the Grid and LCG
software. Some areas of the project are shared with the ALICE DAQ and HLT project.

2. Responsibilities: The AC2 has the following responsibilities:

(a) Design, prototyping, deployment, maintenance and documentation of the software frame-
work.

(b) Support for the possible central database services not provided by LCG.

(c) First line support and distribution of all software produced. Detailed questions may need to
be reported to the original authors or current maintainer of the software.

(d) Development of a computing model and its validation in series of Physics and Computing
Data Challenges. These are executed in collaboration with DAQ and HLT. These challenges
imply organization and operation of large-scale testing of increasingly complex prototypes
for the distributed production of simulated data, and the subsequent reconstruction and anal-
ysis of these data.

(e) Implementation of the offline framework in the LCG Grid infrastructure and its interfacing
with the LCG middleware.

(f) Provision of continuously operational software enabling the physicists to assess the function-
ality of the framework toward the final goal of extracting physics from the data.

(g) Liaison with the LCG project and with the regional centres providing the computing re-
sources for ALICE.

(h) Preparation of the ALICE Software and Computing TDR describing the ALICE Computing
model.



76 8 Computing Project organization and responsibilities

(i) Review of the planned ALICE computing resource needs.

(j) Provide the Collaboration with the necessary justification of the present and planned com-
puting needs to support negotiations with the funding agencies to obtain the computing re-
sources.

(k) Preparation and update of the multiyear resource planning.

(l) Preparation and update of the multiyear manpower planning

(m) Review of the resources actually used by the Collaboration.

(n) Relations with the LCG management.

3. Project structure: ALICE has opted for a very lightweight AC2 team located mostly at CERN. The
CERN team is constituted of a few personnel with long-term positions and a majority of personnel
with short-term assignments. CERN and a few Collaboration institutes provide, on a voluntary
basis, personnel for AC2, both locally and at CERN. CERN has taken the major responsibility
for this activity, while well-identified sub-projects are executed either by institutes participating
in the Computing Project having adequate skills (examples are the detector construction database
project, the LCG integration, the Virtual Monte Carlo or the ALICE Web) or via collaboration with
institutes not belonging to the Collaboration (e.g. for the coding rule checker project).

4. Project resources: The personnel for the Core Computing are people skilled in physics data pro-
cessing and simulation, but also in areas such as OO analysis and design, C++ and other languages,
databases and data management systems, computing systems, software process, quality control etc.
In ALICE a large majority of these people are trained physicist.

8.4 Activities in the Core Computing Project

The complete activities in the ALICE Core Computing are described in task-oriented Activity Areas.

Ì AA1: Project (Computing & offline) coordination

Ì AA2: Framework development

Ì AA3: Simulation coordination

Ì AA4: Reconstruction coordination

Ì AA5: Analysis tools coordination

Ì AA6: Databases and production infrastructure

Ì AA7: Production and quality assurance

Ì AA8: Program librarian

Ì AA9: Persistency and computing data challenge

Ì AA10: System support

Ì AA11: Radiation studies

Ì AA12: Documentation and Web

Ì AA13: Detector construction database

Ì AA14: LCG integration
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8.5 Institutes participating in the activities

The current institutes’ participation in the Core Offline activities are listed in Table 8.1 together with
their major contribution.

Table 8.1: List of institutes participating in the Core Offline activities and their major contribution.

Institute Activity area Main responsibility

CERN AA1,2,3,4,5,6,7,8,9,10,12 Overall project coordination
Core software as defined above

CEADEN Cuba AA2,12 Interface with detector simulation transport programs;
Maintenance of the Web site

INFN Torino AA14 Integration of ALICE software with LCG Grid
IN2P3 AA1,3 Overall project coordination,

GEANT 4 integration
Kosice, Slovakia AA11 Radiation studies

Warsaw TU AA6,13 Detector construction DB
Sejong, Korea AA7 Grid middleware and production support

8.6 Milestones

The major milestones (MS) of the Computing Project are those linked with the execution of the two
remaining Physics Data Challenges (PDCs) until the start of data taking in the first semester of 2007.

Í MS1–May 2005: PDC05 – Start of event production (phase 1)

PDC05 will use all resources available on the Grid and access them through the LCG middleware
and the AliEn services.

Í MS2–June 2005: AliRoot framework release.

The framework will include the following items:

– a prototype for the Condition infrastructure;

– the FLUKA interface to the Virtual Monte Carlo and FLUKA fully validated to be used as
the main tracking package;

– the ROOT Geometrical Modeller as unique package for the detector geometry description.

Í MS3–June 2005: Computing TDR (the present document) submitted to the LHCC.

Í MS4–July 2005: PDC05 – Start of combined test with SC3 (phase 2).

Phase 2 of PDC05 (see Chapter 3) is started together with the throughput test of the LCG Service
Challenge 3 (SC3). In case SC3 is delayed, the PDC05 phase 2 schedule will not be modified.

Í MS5–September 2005: PDC05 – Start of distributed analysis (phase 3).

Phase 3 of PDC05 (see Chapter 3) is combined with the services test of LCG SC3. It includes the
AliEn services and gShell, the ALICE user interface to the AliEn services.

Í MS6–September 2005: Metadata prototype ready.

Í MS7–December 2005: Condition infrastructure deployed.
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Î MS8–December 2005: Preliminary implementation of algorithms for alignment and calibration
ready for all detectors.

Î MS9–January 2006: Release of AliRoot framework in preparation of the PDC06. Final prototype
of alignment and calibration ready to be tested. Alignment and calibration algorithms prepared for
all detectors. Global alignment and inter-calibration of the detectors at the prototype stage.

Î MS10–January 2006: Start of PDC06. Test of the full production chain, including calibration
and alignment. Size approximately equal to 20% of the real data of a standard data-taking year.
Distributed batch analysis of the data. Evalation of the distributed interactive analysis framework.

Î MS11–June 2006: End of PDC06. Evaluation of the data challenge results. Planning of most
urgent activities for next year.

Î MS12–June 2006: Final implementation of algorithms for alignment and calibration ready for all
detectors. This includes inter-calibration and alignment algorithms.

Î MS13–December 2006: ALICE computing environment ready for data taking.
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[9] I. Hřivnáčová et al., in Proc. of Computing in High Energy and Nuclear Physics, La Jolla,
California (2003); http://www.slac.stanford.edu/econf/C0303241/proc/papers/THJT006.PDF .

[10] R. Brun, A. Gheata, and M. Gheata, Proc. of Computing in High Energy and Nuclear Physics, La
Jolla, California (2003);
http://www.slac.stanford.edu/econf/C0303241/proc/papers/THMT001.PDF .

[11] See for instance the note ATL-PHYS-96-086
(http://preprints.cern.ch/cgi-bin/setlink?base=atlnot&categ=Note&id=phys-96-086).
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