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Abstract

We have measured th8-v angular correlation in thg@decay of®He' ions using a
transparent Paul trap. THele" ions, produced at GANIL, were first cooled and ¢hed
before being injected in the LPCTrap setup. Theukangcorrelation was inferred from the
time of flight of recoil nuclei detected in coineidce with thes particles. The detection
system gives access to the f@ldecay kinematics, providing means to check the data
reliability and to reject a large fraction of baotgnd. We findag, = -0.3335(73)a75)syss

in agreement with the Standard Model predictiorefpure Gamow-Teller transition.

PACS numbers: 23.20.En, 23.40.Bw, 24.80.+y, 37.403R.10.Ty, 13.30.Ce

1. Introduction

The generalization of Fermi’'s original theory Bfiecay allows for five different Lorentz invariant
contributions to the8 decay Hamiltonian. These are the scaBpr ector ), tensor ), axial-vector
(A), and pseudoscalaP) interactions. TheP interaction can be neglected in the non-relaiivist
description of nucleons, but the respective cogptonstantC; andC’ (i =S, V, A, T had to be
determined from experiments. The existence of l@thndC;’ couplings, is related to transformation
properties under parity, withG; | = |C’| corresponding to maximum parity violation. THeand A
character of the weak interaction, postulated bynFean and Gell-Man [1], was experimentally
established 50 years ago [2]. Within e\ theory embedded in the Standard Model (S&ndT-
type interactions are excluded. However, the erpamtal constraints on these couplings (in particula
assuming right handed couplings in the scalar andadr sector) remain strikingly loose. A global
analysis of data from both neutron and nuclefr decay experiments [3] vyielded

|Cs/Cy|<007andCy /C,|< 008 (95.5% C.L.), which still allows sizeable scalandatensor

contributions.

The precise measurement of the beta-neutrino angoiteelation coefficientas,, in nucleai decay is
a direct and sensitive tool to search $and T exotic contributions. For allowed transitions arah
oriented nuclei, the angular correlation coeffitia, can be inferred from the distribution the
electron and neutrino directions and in the elec&oergy [4]
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where E,, p. and Q. denote the total energy, momentum, and angulardouates of thes particle
and similarly for the neutrinoF (+Z,E, i$ the Fermi function (z sign referring ® and 5* decays),

E, is the total energy available in the transitiomd en is the electron rest mass. The common fagtor
ag,, and the Fierz interference tebrare determined by the fundamental weak couplintstemtsCi
andC’ (i =S, V, A, T, and by the Fermi (Gamow-Teller) nuclear matiengentsMg (MgrT):
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We note that thag, coefficient depends on tt@& andCs couplings in a pure Fermi transition, and on
the C; and Cy couplings in a pure Gamow-Teller transition. Ie t8M, assuming maximal parity
violation and neglecting effects due @ violation in the light quark secto€; = C’ and ImC;) =
Im(C") = 0 fori =V, AandC; = C/'=0 for i = S, T The beta-neutrino angular correlatiag is then
given by
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where p is the mixing ratio
C,M
— AT GT (6)
CuM¢
leading toag, = 1for a pure Fermi transition, aag, =—- 1/8r a pure Gamow-Teller transition.

Since neutrinos are too difficult to detect, thesimsensitive observable for an angular correlation
measurement is the energy of the recoiling daughieleus.

In the past two decades, several precise measutemethe-v angular correlation in pure Fermi
transitions were performed by measuring the Dopgiéit of gamma rays following thg decay of
®Ne [5] or the kinematic shifts of protons IfAr decay [6]. More recently, measurements used the
confinement of®™ radioactive atoms in a magneto-optical trap (MQ¥) In that experiment, the
atomic sample was held nearly at rest in high vacuthef particles and recoil ions were detected in
coincidence with minimal disturbance from the eoriment, and the recoil ions energy was inferred
from their time of flight. This experiment yieldedrelative precision of 0.46%. Vettet al [8] used a
similar technique to measuag, in the mixed transition df'Na which resulted in a relative precision
at the level of 1%. All these measurements, magiybing the existence of scalar currents, were
found in agreement with the SM predictions.

For pure Gamow-Teller transitions, the last expernta were performed nearly fifty years ago infhe
decay of °He [9-11] and”Ne [2, 12]. Only one measurement in the decalHef [9] was performed
with a relative precision at the level of 1%, yialglas, = —0.3308(30) after inclusion of radiative and
induced second class currents corrections [13]sdarch for (or better constrain) tensor coupling
contributions, new experiments using modern tragpp@chniques coupled to radioactive beams with
high production rates are very promising. They fevnew independent measurements, reduce
instrumental effects like the scattering of eleecsran matter, and allow the detection of fhparticles
and recoil ions in coincidence, thus providing étdyecontrol of systematic effects. Even if MOTs



have successfully been used with radioactive nghteatoms in precision experiments [14, 15], they
are efficiency limited for correlation measuremeftsis is not the case for ion traps [16, 17] which
are suitable for any kind of singly charged iomstHis context, the WITCH setup being developed at
ISOLDE-CERN to measur@yg, in thefdecay of*Ar is based on a Penning trap coupled to a
retardation spectrometer [18, 19], and the LPCTregtalled at GANIL is a transparent Paul trap
dedicated to correlation measurements [20, 21].

Concerning the nuclei of interest for such studiee,’He nucleus is particularly suitable forZxv
angular correlation measurement: 1) it has a pumdsv-Teller transition, 2) the decay involves a
single branch to th&.i ground state, 3) its half lifél,, = 807 ms, is in the range required for efficient
trapping, and 4) a high production rate can beeadu by the SPIRAL source at GANIL. The
LPCTrap setup was thus designed to allow an effidi@pping ofight ions such a8He".

2. The LPCTrap experimental setup

The experimental setup, installed at the low end@gmline LIRAT of the GANIL-SPIRAL facility,
has already been described in detail elsewher@220Fhe radioactiveHe" ions were produced by a
primary™*C beam at 75 MeV/A bombarding a graphite targeptalito an ECR ion source. The beam
was mass separated by a dipole magnet having wiregpower ofM/AM ~ 250 and delivered to the
LPCTrap at 10 keV through the LIRAT beamline. Exafter mass separation, the largest fraction of
the ~10 nA ion beam was composed of stafl&" ions. The typicafHe" intensity in the incident ion
beam was 1.5x£0s*, as measured by implanting a calibrated fractibthe beam on a retractable
silicon detector.

The LPCTrap comprises a Radio Frequency CooleBamther (RFQCB) for beam preparation [23],
a short transport line with beam optics and diatic®sand the detection chamber containing the
transparent Paul trap. The incidéhie’ ions are first decelerated below 50 eV by the highage
applied to the RFQCB platform, they are then coale@n with a 7x18 mbar pressure of +buffer
gas, and bunched close to the exit of the quadeuBairing this process, th&C*" ions undergo singly
charge exchange with,Hnolecules and are eventually lost on the wallshef RFQCB. ThéHe"
bunches are extracted from the RFQ at a repetititmof 10 Hz, and reaccelerated up to 1 keV using
a first pulsed cavity located at the entrance efttansport beamline. A second pulsed cavity resluce
the kinetic energy of the ions down to 100 eV foredficient injection into the Paul trap. The Paul
trap, shown in figure 1, is made of six stainlee®lsrings. This trap geometry allows the applaati

of suitable voltages for an efficient injection,dafor the extraction of ions towards a micro-chdnne
plate position sensitive detector (MCPPSD) dedit&tethe ion cloud monitoring [20].

In the run described in this paper, an averaged6fi@ns were successfully trapped for each injactio
of an ion bunch, and the storage time of the iarthé trap was found to be ~ 240 ms, after accognti
for the losses due @decay. The RF voltage applied to the rings R1R&dvas set to 120\ at 1.15
MHz. During the first 25 ms of the trapping cyctbe ions confined in the transparent trap were
further cooled down by elastic collisions with Buffer gas at low pressure (typically 25¢1tbar).
Once the thermal equilibrium is reached, the imudlhas a final thermal energy ~ 0.1 eV and a
diameter of ~2.4 mm (FWHM). After a 95 ms trappidgration dedicated to thg decay
measurement, the ions were extracted toward thelard monitor and replaced 5 ms later by a new
bunch coming from the RFQCB.
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Figure 1. Top view of the detection chamber (see text). Alarged view of the
Paul trap is shown in the zoom. The six rings abelled R1 to R6.

A telescope forB particle detection and a second MCPPSD are locatechil@way from the trap
centre in a back to back geometry. To prevent #tedtion of particles emitted by tfiele atoms
leaking from the RFQCB, thick stainless steel omdliors are located in front of each detector. For
ions decaying inside the Paul trap, the collimatalso limit the detection efficiency of a full
coincidence event to 0.15%. In order to avoid thatdetection efficiency of the recoil ion detector
depends on the ion incident angle and energy, tiRPRED comprises a 90% transmission grid
located 6 mm in front of the active surface of de¢ector. This grid is connected to the ground agd,
applying a -4 kV voltage to the front face of theCR| an additional kinetic energy of 8 keV is
provided to théLi®" ions that are thus all detected with maximal &ficy. The performances of this
detector are detailed in reference [24]. Theelescope is composed of a 60 x 607300 um thick
doubled sided silicon strip detector (DSSSD) for pasireadout, followed by a plastic scintillator
coupled to a photomultiplier for th@particle energy measurement. This detector provigedsrigger

of an event and generates a start signal for tbalr®n time of flight (TOF) measurement between
the center of the trap and the recoil ion MCPPSD. Fmhecoincidence event, one records the
positions of both particles, the recoil ion TOF, @hd S particle energy. With the combination of
these observables, the kinematics is over-detedninkich makes possible the reconstruction of the
antineutrino rest mass. As shown in section 4, @pjate cuts in the antineutrino mass spectrum
provide a means to reduce background contributionthe TOF spectrum and the shape of the
neutrino mass spectrum enables additional confrisistrumental effects. Two additional parameters
were also recorded for each detected event: thehRBepof the Paul trap for the off-line study of the
RF field influence, and the time within the trappioycle to select decay events from trapped ions
already cooled down and at thermal equilibrium. @h&a presented here were collected at GANIL in
2006. A total of about fOcoincidence events have been recorded within 48 nf typically 20
minutes duration. Preliminary results from this exment have previously been reported [21].

3. Data analysis

Since the recoil ion energy distribution is the treemnsitive observable to ti#&ev angular correlation,
we used the TOF spectrum of the recoil ions toaekt,,. The analysis is based on the comparison
between the experimental TOF spectrum and thosagingat for two sets of realistic Monte Carlo
(MC) simulations considering pure axial{ = -1/3) and pure tensoag4, = +1/3) couplings. In a first
step, the experimental data are calibrated anéciea for the identified sources of background) als



included in the MC simulations. Theag, is deduced from an adjustment of the experimehGi
spectrum with a linear combination of the two sEtsimulated decays obtained for axial and tensor
couplings (figure 2).
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Figure 2. Monte Carlo simulations of the time of flight spracexpected under the
conditions of this experiment (including, amonges) the detection of the recoll
ion in coincidence with thg particle) for pure axiala, = -1/3) and pure tensor
(ag, = +1/3) couplings.

All the relevant instrumental effects, includinge ttietectors response function and geometry, tpe tra
RF field influence, the ion cloud space and velodistributions, the shake off ionization of theai

ion, and the scattering of thfgparticles, are implemented in the simulations. Bmahe uncertainties

on each parameter of the simulations and calibratiare evaluated as well as their associated
contribution to the determination a, .

3.1. Monte Carlo simulations

The MC simulations performed for this analysis inld the following modules: 1) an event generator
for the 8 decay kinematics considering pure axial and penedr couplings, 2) a realistic simulation
of the trapped ion cloud, 3) propagators for farticles and recoil ions, 4) the response funetiof

the detectors, and 5) event generators for theceswf background.

31.1. [ decay dynamicsThe evaluation of the angular correlation paraméaées into account
radiative corrections [13, 25]. We have used thenédism described by Gluck [13], based on the
work of Sirlin [26] to calculate, to first order tn and on an event by event basis, the change in the
kinematics due to the virtual and real photon eimmssuring the decay process. The implementation
of such corrections in the data analysis has bbeenked by comparing our results with those of the
table 1 in reference [13]. It turns out that sucirections are at the 1% level on the value of the
correlation parameter. In view of the limited sttidis of this run, no explicit sensitivity on ratie
corrections was observed. Other recoil-order ctimes in the beta-neutrino correlation distribution
[27, 28] were found at the 0.1% level [13] for thahnson’s experiment [9]. These were thus neglected
in the present work. It was also assumed that thez fiarameteb of equation (1) is equal to zero.
However, if this condition is relaxed, this leads&a renormalization o, that makes it slightly
dependent oE.. The actual quantity that is determined experimiénis then

~ m

ap, =ag, /(1+ <bE—>) (7)
e

where the brackets) stand for a weighted average over the observedpdre 3 spectrum.

The shake off ionization of the recoil ions hadieen taken into account in the MC simulations.
This ionization is mainly caused by the sudden gkauf the electric charge of the nucleus following
[ decay and results fiLi®*" ions production. The effect of the RF electricdief the Paul trap and of



the MCPPSD post-acceleration field is slightly eiéint for°Li** ions than for’Li** ions. For®Li®"
ions, the leading edge of the TOF spectrum isexthifoward shorter TOF values by a few ns, and the
rising time is enlarged by a few percent. For thesent analysis, the shake off ionization probabilit
of °Li*" ions has been calculated in the sudden approxamdiinit, and found to be 0.02334 +
0.00004x Eg, [29] where k&, is the ion recoil energy in keV. The maximum réeriergy being 1.4
keV, the energy dependent term can be neglectegl Adris ionization probability is in perfect
agreement with previous calculations of Wauters ®agéck [30]. To account for the shake off
ionization process, we included a production o#2& °Li** ions in the MC simulation.
3.1.2. Trapped ion cloudt has previously been shown [31] that the TOF gpettof recoil ions
strongly depends on the size of the ion cloud. &itians of the trapped ions trajectories in thelPau
trap have thus been performed using the SIMION8wswé package [32]. The geometry of the
electrodes and of the surrounding elements wasded, and the RF trapping voltages applied in the
simulations were those recorded during the experimeing an oscilloscope probe. The collisions
between the trapped ions and thebidffer gas molecules were also described at tlceostopic level
using realistic interaction potentials [33]. Thespion and velocity distributions at thermal
equilibrium as a function of the RF phase were thanacted from the simulation of the ion motion.
The mean thermal energy of the ion cloud averaged @ full RF period as given by this simulation is
kTsm = 0.09 eV. To consider possible cloud temperatalightly different than the one predicted by
the simulation, the reduced mean square of thedcépace and velocity distributions obtained for a
given RF phase can be scaled by an arbitrary fagtoBy varying this scaling factor in the analysis,
it is thus possible to use the cloud temperaturergby independent measurements and to estimate the
systematic error oag, due to the uncertainty on the ion cloud tempeeatneasurement. We used the
thermal energy valuekTs, = 0.107(7) eV, provided by off-line measuremengl]] These
measurements, performed for different ion cloudsdess in the Paul trap, have also shown that space
charge effects could be neglected in the simulation
3.1.3. Decay particles trajectories and detectionthe MC simulations, the initial RF phase at the
decay time is randomly sampled. The initial ionipos and velocity are sampled accordingly to this
RF phase and to the chosen cloud temperature. édud fons trajectories are then simulated using
SIMIONS within the oscillating RF field of the Patnhp, from the decay vertex, up to a plane located
40 mm beyond the entrance of the collimator. Thesiare then in a free field region and the ion
trajectories can be extrapolated onto the planeesponding to the post-acceleration grid of the
MCPPSD. The additional TOF between the post-acatder grid and the front face of the micro-
channel plate assembly is calculated analyticdlhe time and position resolutions of the MCPPSD
[24] are about one order of magnitude smaller tii@nbin widths chosen for the TOF and the recoill
ion position spectra (respectively 4 ns and 1 nithgy have been neglected here.
The associatef particle is not affected by the RF field and isrdfore analytically propagated from
the decay vertex up to the DSSSD, with the onlydi@n that the particle can enter the collimator.
For the energy range of th# particles selected for the analysis (from 500 ke\3508 keV), the
energy deposited in the silicon detecEyris weakly dependent on the incident energy, as see
figure 3. In the simulationkg; is randomly sampled according to an arbitrary phility function
adjusted on the experimental results:

_(Z+exp Z-1)

P(E;)= A xexp ™ (8)

with Z:M 9
A

where the parametéy corresponds to the energy deposited with maximabability, andA, andAs
are shape parameters. The use of this distributienids the integration needed in a Landau
distribution, and nicely reproduces the experimentta. The weak dependence on the incident
energy, yielding a shift of about 10 keV for thevest values of &, is neglected here. However, the
variable average thickness of silicon associatethéoincident angle of the particle is taken into
account using a linear scaling.
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Figure 3. Energy deposited in the scintillator versus thergy deposited in the
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The response function of the plastic scintillatoclided in the simulation follows a normal
distribution. According to the statistics of elerts produced by the cathode of a photomultiplies, t
resolution on the energy deposited,; can be expressed as

— 2 2
U(Escint) - \/Uelec + Uph X Escint (10)

Ouiec beingthe reduced mean square (RMS) of the electrongenaindg,,, the RMS due to the photo-
electrons statistics at 1 MeV. The time resolutibthe detector, smaller than 1 ns, is neglectatien
analysis.

In the simulation, the telescope and the MCPPSD cém i moved around their nominal positions
and orientations to study the associated systere#fécts. The backscattering gfparticles on the
detectors and on other structures of the detectiamber are treated independently.

3.1.4. B scattering. The [ scattering can be a significant source of systematrors. The
backscattering probability on the silicon deteatepends on thg incident energy which then affects
the S energy distribution of the detected events and thasTOF distribution of the recoil ions. In a
similar way, S particles emitted in another direction can betscadl towards the detector by the
electrodes of the Paul trap. To account for théfexts, MC simulations using the GEANT4 toolkit
[34] have also been performed. The geometry ofdttection chamber has been simulated including
the most relevant volumes and materials (figurelAg 3 scattering is natively included in GEANT4.

The dynamic electric field from the RF trap has bé@eplemented [35] using the potential maps
provided by SIMIONS.

V)
—

Figure 4. Example of a GEANTA4 visualization of the detectaramber.



The backscattering probability on the DSSSD, as atiimof the incident energy and angle of the
B particle, was determined in a first step. To acédan missing events due to backscattering, this
probability function was embedded in {B¢elescope response function.

A second simulation was dedicated to estimate itflds/and characteristics of detected events tagged
with at least one scattering process in the deteathamber (“scattered” events). In this simulgtion
the B particles were emitted from the Paul trap in7astlid angle, and the decay kinematics was
sampled assuming a pure axial coupling. In the yaigl the “scattered” events obtained in the
simulation are treated as a source of backgrouddabtracted from the experimental data.

3.1.5. Background simulatioWVithin the 100 ms trapping cycle, the ions weretkamfined in the
trap during 95 ms. The remaining time after the @oud extraction was too short to record a
sufficiently large fraction of background eventslahose had then to be simulated for this run.

The main source of background is due to false démres (“accidentals”), corresponding to the
detection of uncorrelated particles on fhélescope and on the MCPPSD. This background appears
as a flat contribution in the TOF spectrum and easily be subtracted. However, it is valuable to
perform a full simulation of such events, to cotrfee their contributions to other observables Jifa
instance, the particle positions and the energysiggd in theS telescope. During the experiment, the
triggering of the MCPPSD was largely dominated by H, molecules leaking from the RFQCB, as
established by run tests performed without ¥#e" beam for different bibuffer gas pressures. This
background is thus uniformly distributed on theirensurface of the detector. By comparing the
counting rate of thg telescope with the number of trapped ions, it deduced that about 90% of the
[ particles detected as singles (without any coowliin the MCPPSD) were originating from neutral
®He atoms, also leaking from the RFQCB. On fhelescope, the position and the energy deposited
are thus obtained by simulating the decay¥ef atoms uniformly distributed over the whole volim
of the detection chamber. The TOF correspondintipéc‘accidentals” is randomly sampled over the
coincidence time window.

For a small fraction of thBHe atoms decaying in the chamber volume, the rémoitan be detected
on the MCPPSD, in coincidence with its associgfeparticle. This constitutes another source of
background events labeled “out-trap” events inftlewing. Their contribution to the TOF spectrum
in the region of the fit can bias the measurem€&héy were included in the simulation, assuming a
decay process with pure axial coupling.

A third source of background is due %de atoms, trapped in the micro-channels of theiréoco
detector due to their large length to diameteorfi4]. The recoil ions produced inside the micro-
channels can be detected with detection efficiengjeto 25% for recoil energies larger than 1 keV,
and theg particles emitted with an appropriate angle caddtected by thg telescope. These events
are identified by a time of flight peaked closez&wo, and they can easily be isolated fromZloecay
data.

3.2. Detector calibrations

3.2.1. Time of flight and recoil ion detectdt.careful calibration of the time digitalization aih (a
time-to-amplitude converter coupled to an amplittmeigital converter) was performed to correct for
linearity defects. The calibration curve was obddirusing a time-calibrator (TC) (model 462 from
ORTEC) providing periodic stop pulses separated.®yis over a 10.24s time window. The TC
absolute accuracy for the full scale is 0.5 ns.
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The deviation from a linear fit of the calibratiolata points, within the time window of interest, is
shown in figure 5 and was accounted for in the sl To check the results obtained with the time-
calibrator, two desynchronized clocks have beerupetio generate start and stop signals randomly.
This should ideally result in a uniform time dibtition. The time spectrum provided by these clocks
was normalized to 1 count per channel and comp@arélae relative variation of the calibration slope
obtained with the time calibrator. Both calibratimechniques were found in good agreement.

An **Am calibration source was inserted right after éx@eriment at the centre of the Paul trap.
Coincidences betweem particles emitted toward the MCPPSD and 59.5 ka¥lys detected by the
plastic scintillator were recorded during a few te he time interval between theletection and the
electronically delayed detection of tlweparticle was measured under the same running c¢onslit
than for theLi ions TOF measurement. The time spectrum of tt@secidence events (figure 6)
allowed an accurate determination of the absolute teference corresponding to the simultaneous
triggering of thegs telescope and of the MCPPSD. The sharp peak neanedh®600 in the TOF raw
spectrum (figure 5, upper panel), was then unanthigly attributed to "simultaneous" triggers of both
detectors. Using the information given by the DSS3Bitpn and the energy deposited in e
telescope, these events were identified as dfide@mtoms decaying in the recoil detector MCPs. The
position of this peak has been fitted for eachiruarder to control the stability of the system dad
correct for slow drifts which remained bellow 1.5 for the duration of the experiment. The TOF
resolution ofo= 0.8 ns could also be deduced from the RMS of taakp
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Figure 6. Time spectrum of coincidences betwesparticles and 59.5 ke rays
emitted by &*Am calibration source. The fit of the data by apenential decay




curve corresponds to a half-life of 69.4(2.5) ns thee excited level in thé&*Np
daughter nucleus, in perfect agreement with thereetce data [36].

The MCPPSD readout involves six parameters: thegehand time of the signal collected on the
cathode of the MCPs, and the time difference beatvtieis signal and the four signals collected on the
two delay line anodes. For a proper reconstruatiothe position, several conditions were applied,
like a minimal charge collected on the MCPs, artdrl on the sum of time differences for each delay
line [24]. The position calibration of the MCPPSD wasn performed by adjusting the reconstructed
position of the uniform background, due tg hiolecules, to the nominal active diameter of the
detector. Since the spatial distribution of theoileons collected by the detector is very weakly
sensitive to the value s, (see figure 15), this calibration in position oEtMCPPSD was then
refined by fitting the experimental position spactwith the simulated ones. The detector spatial
resolution of 11Qum and the position reconstruction accuracy of alRd@um were measured in a
previous study of the detector [24].

3.2.2. Thep telescopeThe plastic scintillator has first been roughlyiloeadted using the Compton
edges obtained witliNa, **'Cs, andMn calibration sources, and the Compton edgé&oand Tl
background present in the experimental area. Thegmonding energies cover a range between 340
keV and 2380 keV, with a relative uncertainty odbab5% on the deposited charge associated to each
Compton edge. With this coarse calibration, therggneesolution at 1 MeV was found to be about
10% RMS and the response of the detector was fotauh@ non linear. Since no calibration point is
available above 2380 keV with conventional calilmm@tsources, the end point of tif energy
spectrum irfHe decay has been included. The calibration cufthendetector was then obtained by
fitting the calibration points with a rational fuian

PQ?+P,Q+P
Escint = 2 . (11)
Q-P;
whereQ is the charge collected on the photo-multiplieodmandP; , 3 4are free parameters of the fit.

This function reproduces both, the almost linedraviour of the detector for the low energy part as
well as the charge saturation occurring for sigoélsigher amplitude (figure 7).
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Figure 7. Calibration points of the energy deposited in phastic scintillator
(black dots) adjusted with a rational function gliae).

In order to obtain a more precise calibration, wseditheS energy spectrum provided by the
simulation for coincidence events (assuming puiial aoupling), and compared it to the calibrated
experimental one using a chi-square test. In tibequiure, three parameters could be adjusted: i) the
charge corresponding to the five Compton edgesddogilaltogether varied in a range#5%, ii) the
charge corresponding to the end point of%ie £ energy spectrum was left free, and iii) the detecto
resolutiongy, (RMS at 1MeV due to photo-electrons statisticg)lddoe adjusted between 8.5% and
11.5% by steps of 0.5%. Each combination of cdiibnapoints resulting from the adjustment of the
first two parameters (points i, and ii) was fitswdh equation 11 to build an experimental spectnfm
the energy deposited in the scintillatot{§. These experimental spectra were then comparadéb



of 7 simulated ones with detector resolutions dMeV, gy, ranging from 8.5% to 11.5%. The best
chi-square was obtained using the calibration cdisplayed in figure 7 and a detector resolutign

= 10%. Finally, to check for a possible bias obtiiethod due to the pure axial coupling assumption
in the simulation, the values af, were varied by 10% t¢—-1/3) x 1.1, and (-1/3) x 0.9 . For the

three values ohy,, the best chi-square has been obtained with thee st of parameters, which
demonstrates that the calibration method is notitea to az. The comparison between the

experiment and the simulation wit, = -1/3 is shown figure 8 (top panel). For each, lilve
normalized residuals

X= (nexp ~ Nt )/\/pr (12)

are displayed in the lower panel.

Each of the 120 strips of the DSSSD was calibratddpendently, and the procedure was done run by
run to account for small drifts of the charge péalss For this, we first used events in singles (no
recoil ion detection required) to obtain a sigrfic statistics. Three filters were applied: 1 MeV
deposited in the scintillator, a minimal charge afed in a strip (to reject electronic noise slgha
and no charge deposited in the closest neighb®trs.provided a relative energy calibration of each
strip. In a second step, the absolute calibratioariergy was done by comparing the mean collected
charge with the mean energy deposited obtained &itGEANT4 simulation using events in
coincidence. To obtain the mean collected chargeoie complex validation procedure was applied: a
minimal charge threshold for each channel, a dlimgeof adjacent hits for each side, a second
minimal charge threshold for the clusters, and mirmal difference between the charges collected on
the two sides of the DSSSD.
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Figure 8. Top panel energy deposited in the scintillator. The bladkel
corresponds to the calibrated experimental spectrilma gray curve to the

simulated one usingg, = -1/3.Low panel normalized residuals between the two
spectra.

4. Results

4.1. Reliabilities of background subtraction andhglation

The TOF spectrum obtained for valid coincidencengvés displayed in figure 9. The selected events
are conditioned by: a 500 keV energy thresholdhen dnergy deposited in the scintillator, a time



within the trapping cycle between 25 and 95 ms, analid reconstruction of the positions in both
the DSSSD and the MCPPSD. The simulation of thesitientals” background contribution was
normalized by integrating the experimental specthatween 3 and gs. The simulation of the “out-
trap” contribution was then normalized using tharis in excess above the accidentals, observed just
before the leading edge of the TOF spectrum.tlh ise noticed that measurements of the background
performed later in a new run, nicely confirmed ttieg shape of the "out-trap” events was properly
described in the simulation. The yield of “scattBrevents is provided by the GEANT4 simulation.

In the TOF window up to 4us, the “scattered”, “out-trap”, and “accidentalsieats represent
respectively 4.5%, 2.6%, and 7.3% of the total nend§ events. These background contributions and
the TOF obtained foa,, = -1/3 are summed and compared to the experimspéagitrum in figure 9.

experiment
10°k .
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V222 "scattered"
N "out-trap"”
@2 10°F E= "accidentals"
% 3
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10° . . i
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Figure 9. Experimental time of flight spectrum (black linepmpared to the
simulated one (grey area) in the pure axial casguding the different simulated
background contributions after normalization (s for details).

By considering the? decay vertex as a point like source at the ceofttbe Paul trap, the recoil ion
TOF and position can be used to determine the ttwegonents of the recoil ion momentum. The
full momentum vector of thg particle can be, in a similar way, deduced fromehergy deposited in

the S telescope and the position on the DSSSD. Thisigesvthe possibility to reconstruct the
antineutrino invariant mass:

m; =E; - p; (13)

As mentioned in section 3.1, the background souacedully simulated in order to generate all the
parameters recorded in the real experiment. Thenstuction of the antineutrino mass can therefore
be applied to the simulated background events.rEigid shows the antineutrino invariant mass
spectra obtained for the experimental and simulatets. The main peak is well reproduced by the
simulations. The shape and position of this pegledd on all the inputs included in the simulations
(background, detector response functions, geonsesiee of the ion cloud, trap RF field, etc...), and
the good agreement obtained here provides a bigh of confidence in the analysis procedure.
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Figure 10. Antineutrino invariant mass spectra for the experntal data, the
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Form?2

> 25MeV?c*, where only the background events contribute, éxeeriment and the

simulations are also in good agreement. This shbaisthe relevant background sources have been
well identified and properly taken into accounteTémall discrepancy above 6 M&/ is due to an
excess of experimental “accidentals” with a veny lenergy deposited in the scintillator and in the
DSSSD. They are most likely caused by electronisentriggering thes telescope. These events, as
well as 40% of the total background, are supprebgeapplying a cut between -2.5 and 2.5 Me¥/

The effect of thernf cut is clearly seen in figure 11 which shows ew#stributions as a function of
the recoil ion TOF and of the energy depositechm gcintillator after background subtraction. The
two experimental spectra built with and without llhré cut are compared to the simulation with axial
coupling. The same correlation between the reamil TOF and the energy deposited in the

scintillator can be observed in the simulation #mel experimental data. The statistical fluctuations
due to background subtraction observed (figure(&)), in the region forbidden by the three body

decay kinematics, are strongly reduced usingtﬁefilter (figure 11, (b))
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Figure 11. Event distributions as a function of the recoih ifOF and deposited

energy in the scintillator &.. Experimental data without (a) and with (b]ffilter
compared to the simulation (c).



A relevant input in the simulation is the propagatdf the recoil ions in the presence of the tr&p R
field. It is however difficult to obtain an indement quantitative test of the quality of the
simulations, in particular because the trappingd@@ns were not changed during this run. The éffec
of the RF field on the ions trajectories can balemced by looking at the leading edge of the TOF
spectra obtained for different selections of RFsghéfigure 12). The simulations were carried out
assuming the ion cloud thermal energy Was, = 0.107(7) eV (see below) and the neutrino mass
filter described here above was applied to the ex@mtal data. The comparison with the experiment
shows that the effect of the RF field is properfpnoduced by the simulation. Although such
comparison is qualitative, it provides additionahfidence on the simulation. A similar comparison,
looking also at the leading edge of the TOF spetina using higher statistics from a new run [37]
showed that the simulation properly reproduces éffects in the differences between the leading
edges.
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Figure 12. Leading edge of the TOF spectrum sorted as aibmdif the trap RF

phase for experimental datkeff) and simulationsright). The mf filter and the
background subtraction were previously appliechtodata.

4.2. Statistical error

After applying an event selection fqu < 25MeV?/c* and after background subtraction, the

experimental TOF spectrum is adjusted with a lineambination of the time of flight spectra
simulated using pure axial and pure tensor coupl{figure 13, left panel). Three parameters welte le
free in the fit: the value oy, the total number of events, and the distange-#dp between the
MCPPSD detection plane and the centre of the Rapl fThe range in TOF selected for the fit is
indicated by the vertical lines. The experimentaltad have first been split randomly in four
independent sets, and the corresponding TOF spitdd by changing the upper limit of the fitting
range. No significant dependency has been foundtdDes of constant” in the plane of parameters
ducerspandag, are shown on the right panel in figure 13. Theiltedsom the fit leads t@g, = - 0.3335

+ 0.0073, and geppsp= 100.255 + 0.011 mm. The nominal value for th&ahce is 100.0 mm with a
positioning uncertainty of 0.5 mm. The minimum-shuarex’,, = 96.6 for 105 degrees of freedom
corresponds to a P-value of 0.71 which indicate®rg good agreement between the data and the
fitted function. The error is purely statisticalhd data have also been split in four successivedet
equivalent statistics and independently analyzéa. rEsults obtained for the four sets are stadilbjic
consistent, and their weighted mean value is theegéan the value obtained by fitting the sum bf al
the data.
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4.3. Systematic uncertainties

To estimate the systematic uncertainty, the comtidbs from all effects listed in table 1 have been
studied. For most of the sources, the label “priedata” in the column “Method” of table 1 indicates
that the parameters and their uncertainties weterrdaed by fitting the experimental data with the
MC simulation (assuming a pure axial coupling)ebcth case, it was verified that the sensitivities o
these parameters to the valueagf taken as input were negligible at our level oégsion. The
associated uncertainties ap, were then deduced from the changes inaihevalues resulting from
the fit of the experimental TOF spectrum while wagythe parameters in the MC simulation.

It was found that thag, value resulting from the fit strongly depends be trapped ion cloud size and
temperature used in the MC simulation (figure I4jis motivated an independent measurement of the
ion temperature using an off-line source®oif’ [31], performed under identical running conditions
than those in théHe" experiment in terms of trap RF voltage, gas pmessuthe trap chamber and
number of trapped ions. A relative precision of 85wvas obtained which constitutes the dominant
contribution to the systematic error on the valti@g. It is to be noticed that the temperature of the
ion cloud can also be included as a free parametéh® TOF spectrum fit function, as shown in [37]
With the limited statistics of the present datachsia procedure leads to an uncertainty agn
comparable to the one obtained using off-line mesamants and was therefore not followed here.
However, for runs of larger statistics, this woualdbw to improve the precision on both the cloud
temperature ands,.



r* (mmz)
1.0 1.2 1.4 1.6 1.8 2.0 2.2
028 ——F——7— ; — T

-0.30

-0.32

N i
T _0.34

-0.36

-0.38

| L L | L | L |
0.08 0.10 0.12 0.14 0.16
Thermal energy (eV)
Figure 14.Values of the correlation coefficient resultingrfr the fit procedure as a
function of the ion cloud thermal enerdyf, and of the ion cloud square radius,
wherer is the RMS of the spatial distribution in the Panap radial plane. The

dashed and solid lines correspond respectivelyho dentral value and theol
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In order to precisely determine the orientatiorthe MCPPSD, four sets of events corresponding to
recoil ions detected respectively in the right siéé side, upper side and lower side of the MCPPS
were selected to build the associated TOF spebitrtilt angles around thex andoy axis, &vcresn
Hmcepsn and their uncertainties given in table 1, weréainted by fits of the leading edge of these
TOF spectra with four sets of simulated eventstesbmwith the same selection filters. The chi-
squareminimization was performed for TOF shorter than 520

The positions of the DSSSD and of the MCPPSD iir thetection planes were determined by fitting
thex (horizontal position) ang (vertical position) experimental profiles. The bis shown in figure
15 provide the detectors offsets in the detectitamgs, the refined calibration ¥ andy of the
MCPPSD, and the distancgsdsp between the silicon detector and the centre ofRel trap. The
systematic error omyg, due to the uncertainties on the DSSSD positioth& detection plane was
found to be negligible.
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To determine the plastic scintillator response fiamc and reproduce the experimental energy
spectrum (section 3.2.2), a valueapf was also provided for each tested case (calibratiove and
resolution). Theag, values have then been weighted with a factgf, Wherey” is the associated chi-
square resulting from the comparison between tlperxental energy spectrum and the simulated

one. Using this weighting method, the RMS of &éhedistribution was found to l:zeapv =80x1074.
To test the sensitivity of the result to the chaiehe weighting factor, the same calculation basn
performed using a factor,ﬂ,/yieldingaaﬂv =84x10~*. We kept this larger value as the uncertainty

due to the plastic scintillator calibration. Foretlenergy depositedgEn the DSSSD we set a
conservative 10% uncertainty on the results givethe GEANT4 simulations that were used in the
calibration.
The uncertainties due to “accidentals” and “ouptréackground subtractions are only statistical.
They are limited by the statistics of experimet@atkground events which serve as normalization for
the MC results. The uncertainty due to the “scatterevents was estimated by considering a 10%
relative error on th¢g scattering yield provided by the GEANT4 simulasoithis 10% relative error
is based on the work of Hoedl [38], which compaaesompilation of published electron scattering
experimental data to several MC codes. To estitfeeuncertainty due to the shake off ionization
probability, we considered two extreme cases: &dalridity equal to zero, and a probability of 0.05,
which corresponds to the double of the estimat®diyk [29]. Preliminary results, obtained lateain
dedicated measurement, confirmed that this uncgytabn the shake off probability is very
conservative. The uncertainty on the trap RF veltdg: was estimated from the characteristics of the
probe and the oscilloscope used to record the Riglthe experiment. Combining all systematic
errors quadratically, the final result is

ag, = - 0.3335(73)(75) (14)
where the first uncertainty is statistical and skeond systematic.



Table 1L Dominant sources of systematic error, systematizertainties, and impact on the
error ofag,. The last column indicates the method used tonesti the parameters.

Source Uncertainty Jag, (x 10°)  Method

Cloud temperature 6.5% 6.8 off-line measurement
Hncrpsp 0.003 rad 0.1 present data

Hmcrpsp 0.003 rad 0.1 present data
MCPPSD offsetxy) 0.145 mm 0.3 present data
MCPPSD calibration 0.5% 1.3 present data

dbsssp 0.2 mm 0.3 present data

Escint see text 0.8 present data

Esi 10% 0.8 GEANT4

“accidentals” and “out trap”  see text 0.9 preseatad

B Scattering 10% 1.9 GEANT4

Shake off 0-0.05 0.6 theoretical calculation
Ve 2.5% 1.7 off-line measurement
total 7.5

Figure 16 shows the final result compared with ey measurements of tife-v angular correlation
coefficient in pure Gamow-Teller transitions. Thalues from Carlson and from Allest al. were
obtained in®Ne decay, the others fide decay. The present result is the most accuratng the
experiment performed using the detection of theoiteions andf particles in coincidence. The
measurement presented here, performed with a eiffend independent method, confirms the result
of Johnsoret al. It is to be recalled that the reduced chi-squéhe= 0.92 for 105 degrees of freedom
obtained in the present work corresponds to a Bevaf 0.71. This is to be compared to a P-value of
0.055 for the Johnsoat al experiment, with a reduced chi-squaf# = 1.69 for 13 degrees of
freedom [13]. The technigues used in the two expents differ in a number of other aspects. First,
the use of trapping techniques and the detectiornincidence of two decay products resulted in a
larger signal to background ratio, by more thanaetdr of two compared to the Johnsenhal
experiment. Furthermore, the measurement in anteygnevent mode of additional parameters
(particle positions, energy of th# particle, RF phase, and time within the trappiggle) allows a
better control of possible systematic effects. Wiith efficiencies achieved for beam preparation and
trapping and for the detection of coincidence esetithe average counting rates in the present
experiment was about 1 coincidence per second hodtd00 single triggers per second. This is
respectively three and one orders of magnitude ddatvan in the Johnsoet al experiment so that
possible rate related systematic effects are eggdeleere to have a smaller impact. The dominant
contribution to the uncertainty in the Johnsaral. experiment was due to random variations of recaoil
energy spectra acquired sequentially, while in phesent work, the precision limitation is mainly
statistics. Both techniques are thus complementary.
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Figure 16. From top to bottom:as experimental values in pure Gamow-Teller
transitions from [9], [12], [2] (left panel), pragework, [10], and [11] (right panel).



The error bars show the quadratic sums of staistiod systematic uncertainties. The
dashed lines indicate the value predicted by the SM

5. Summary and conclusion

We have presented here the complete analysis aftdlaen in 2006 for the measurement of fhe
angular correlation coefficient in tfiele” decay. This analysis required the implementatiosetailed

MC simulations as well as the control of the ioroud temperature with additional off-line
measurements.

The use of a transparent Paul trap for the confamrof the decaying radioactive ions offers a clean
environment for such a measurement. By recordiegptisitions and energies of both particles along
with parameters of the setup, such as the RF pliasenain sources of systematic effects have been
controlled to a high level of confidence. The preésmeasurement is the most precise among the
experiments performed in pure Gamow-Teller traosgiby using the detection of the recoil ions and
[ particles in coincidence.

The result of the analysis was found to be consistith the SM predictions. The precision is lintite
by statistics, and by the uncertainty on the iooudl temperature. The efficiency of the LPCTrap
apparatus has since been increased by a factdroot 20 [22] and new runs have been carried out.
The results of these runs confirmed in particuteat the issue related to the ion cloud is well unde
control [37]. The conclusion is that the main sesrof systematic effects, namely the ion cloud
temperature and the position of the recoil ion cete can be inferred from the data so that their
precision depends on the available statistics.

Several new generation radioactive ion beam faglisuch as Spiral2 and FRIB, with higher
production rates, will be operating in the comiag years. A significant improvement of the statssti
can thus reasonably be expected in future expetgndém this context, the use of a Paul trap for
correlation measurements provides an alternatiméirieement technique to MOTSs, with the potential
to be applied to any atomic species.
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