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Measurement of the mass and lifetime of the $\Omega_b^-$ baryon

The LHCb collaboration

Abstract

A proton-proton collision data sample, corresponding to an integrated luminosity of 3 fb$^{-1}$ collected by LHCb at $\sqrt{s} = 7$ and 8 TeV, is used to reconstruct $63 \pm 9 \Omega_b^- \rightarrow \Omega_c^0 \pi^-$, $\Omega_c^0 \rightarrow pK^-K^-\pi^+$ decays. Using the $\Xi_b^- \rightarrow \Xi_c^0 \pi^-$, $\Xi_c^0 \rightarrow pK^-K^-\pi^+$ decay mode for calibration, the lifetime ratio and absolute lifetime of the $\Omega_b^-$ baryon are measured to be

$$\frac{\tau_{\Omega_b^-}}{\tau_{\Xi_b^-}} = 1.11 \pm 0.16 \pm 0.03,$$
$$\tau_{\Omega_b^-} = 1.78 \pm 0.26 \pm 0.05 \pm 0.06 \text{ ps},$$

where the uncertainties are statistical, systematic and from the calibration mode (for $\tau_{\Xi_b^-}$ only). A measurement is also made of the mass difference, $m_{\Omega_b^-} - m_{\Xi_b^-}$, and the corresponding $\Omega_b^-$ mass, which yields

$$m_{\Omega_b^-} - m_{\Xi_b^-} = 247.4 \pm 3.2 \pm 0.5 \text{ MeV}/c^2,$$
$$m_{\Omega_b^-} = 6045.1 \pm 3.2 \pm 0.5 \pm 0.6 \text{ MeV}/c^2.$$

These results are consistent with previous measurements.
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1 Introduction

Measurements of the lifetimes of beauty baryons provide an important test of Heavy Quark Effective Theory (HQET) \[1\]–\[8\], in which it is predicted that the decay width is dominated by the weak decay of the heavy \(b\) quark. The large samples of \(b\) baryons collected by LHCb have led to greatly improved measurements of their lifetimes \[9\]–\[12\], which are in good agreement with HQET predictions. In particular, the lifetime of the \(\Lambda_b^0\) baryon is now measured to a precision of better than 1\% \[13\], and thus far, the lifetime ratio \(\tau_{\Lambda_b^0}/\tau_{\Xi_b^-}\) to about 3\% \[12\]–\[13\].

Within HQET it is expected that the lifetimes of weakly-decaying \(b\) baryons follow the hierarchy \(\tau_{\Lambda_b^0} \approx \tau_{\Xi_b^-} > \tau_{\Sigma_b^-} \approx \tau_{\Xi_c^0}\) \[14\]–\[16\], and thus far, the measured lifetimes respect this pattern within the uncertainties. However, the uncertainty on the measured lifetime of the \(\Omega_b^-\) baryon is too large to fully verify this prediction. The single best measurement to date of the \(\Omega_b^-\) lifetime is \(1.54^{+0.26}_{-0.21} \pm 0.05\) ps \[10\] by the LHCb experiment, based on a sample of 58 \pm 8 reconstructed \(\Omega_b^- \rightarrow J/\psi\Omega^-\) decays, with \(J/\psi \rightarrow \mu^+\mu^-\), \(\Omega^- \rightarrow AK^-\) and \(\Lambda \rightarrow p\pi^-\). Larger samples are needed to reduce the statistical uncertainty.

Improved knowledge of the \(\Omega_b^-\) mass would provide tighter experimental constraints for tests of lattice quantum chromodynamics (QCD) and QCD-inspired models, which aim to accurately predict the masses of hadrons \[17\]. The two most recent measurements of the \(\Omega_b^-\) mass, by the LHCb \[18\] and CDF \[19\] collaborations are in agreement, but an earlier measurement by the D0 collaboration \[20\] is larger by about 10 standard deviations.

In this paper, we report measurements of the mass and lifetime of the \(\Omega_b^-\) baryon using the decay mode \(\Omega_b^- \rightarrow \Xi_b^-\pi^-\), where \(\Xi_b^- \rightarrow pK^-\pi^+\). (Charge-conjugate processes are implied throughout.) The only prior evidence of the \(\Omega_b^-\) \(\rightarrow \Xi_b^-\pi^-\) decay has been in the \(\Xi_c^0\) \(\rightarrow \Xi_b^-\pi^-\) mode, with a signal of 4 events (3.3\sigma significance) \[19\]. The \(\Xi_c^0\) \(\rightarrow pK^-\pi^+\) decay mode is Cabibbo suppressed and is yet to be observed. However, it has the advantage of a larger acceptance in the LHCb detector compared to decay modes with hyperons in the final state. For example, the yield of \(\Xi_b^-\) decays reconstructed using \(\Xi_b^- \rightarrow \Xi_c^0\pi^-\), \(\Xi_c^0 \rightarrow pK^-\pi^+\) decays \[12\] is about six times larger than that obtained using \(\Xi_b^- \rightarrow J/\psi\Xi^-\) decays \[10\], where \(\Xi^- \rightarrow \Lambda\pi^-\) and \(\Lambda \rightarrow p\pi^-\).

The mass and lifetime measurements are calibrated with respect to those of the \(\Xi_b^-\) baryon, reconstructed in the \(\Xi_b^- \rightarrow \Xi_c^0\pi^-\), \(\Xi_c^0 \rightarrow pK^-\pi^+\) decay mode. The mass and lifetime of the \(\Xi_b^-\) are measured to be \(m_{\Xi_b^-} = 5797.72 \pm 0.55\) MeV/c\(^2\) and \(\tau_{\Xi_b^-} = 1.599 \pm 0.041 \pm 0.022\) ps \[12\], respectively; the measurements are of sufficiently high precision that they do not represent a limiting uncertainty in the \(\Omega_b^-\) measurements presented here. The two quantities that are measured are the mass difference, \(\delta m = m_{\Xi_b^-} - m_{\Xi_c^0}\), and the lifetime ratio \(\tau_{\Xi_b^-}/\tau_{\Xi_c^0}\). The identical final states and similar energy release in the \(b\) and \(c\) baryon decays lead to a high degree of cancellation of the systematic uncertainties on these quantities. Throughout this article, we use \(X_b\) (\(X_c\)) to refer to either a \(\Xi_b^-\) (\(\Xi_c^0\)) or \(\Omega_b^-\) (\(\Omega_c^0\)) baryon.
2 Detector and simulation

The measurements use proton-proton (pp) collision data samples, collected by the LHCb experiment, corresponding to an integrated luminosity of 3.0 fb$^{-1}$, of which 1.0 fb$^{-1}$ was recorded at a center-of-mass energy of 7 TeV and 2.0 fb$^{-1}$ at 8 TeV. The LHCb detector [21, 22] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of momentum of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is measured with a resolution of (15 + 29/pT)$\mu$m, where $p_T$ is the component of the momentum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers.

The online event selection is performed by a trigger [23], which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. The software trigger requires a two-, three- or four-track secondary vertex with a large $p_T$ sum of the tracks and a significant displacement from the primary pp interaction vertices. At least one particle should have $p_T > 1.7$ GeV/c and be inconsistent with coming from any of the PVs. The signal candidates are required to pass a multivariate software trigger selection algorithm [24].

Proton-proton collisions are simulated using PYTHIA [25] with a specific LHCb configuration [26]. Decays of hadronic particles are described by EVTGEN [27], in which final-state radiation is generated using PHOTOS [28]. The interaction of the generated particles with the detector, and its response, are implemented using the GEANT4 toolkit [29] as described in Ref. [30]. The $Ξ^0_c \rightarrow pK^-\pi^+$ and $Ω^0_c \rightarrow pK^-\pi^+$ decays are modeled as an equal mixture of $X_c \rightarrow pK^+\bar{K}^0$, $\bar{K}^*0 \rightarrow K^-\pi^+$ and $X_c \rightarrow pK^-\pi^+$ (nonresonant) decays; this composition reproduces well the only clear structure in these decays, a $\bar{K}^*0$ peak in the $K^-\pi^+$ mass distribution.

3 Candidate selection

Candidate $X_c \rightarrow pK^-\bar{K}^-\pi^+$ decays are formed by combining four tracks consistent with this decay chain, and requiring a good quality vertex fit. In forming the $X_c$ candidate, each particle must be significantly detached from all PVs in the event, have $p_T$ greater than 100 MeV/c, and have particle identification (PID) information consistent with the decay hypothesis. The PID requirements on the proton and the kaon candidates have a
combined efficiency of 70% on signal, while reducing the combinatorial background by a factor of 3.5.

Candidate $X_b$ baryons are formed by combining an $X_c$ candidate with a $\pi^-$ candidate. For each $X_b$ and PV pair in an event, a quantity $\chi^2_{IP}(X_b)$ is computed, defined as the increase in $\chi^2$ when the $X_b$ candidate is included as an additional particle in the PV fit. The $X_b$ candidate is assigned to the PV with the smallest value of $\chi^2_{IP}(X_b)$, and it is required to be significantly displaced from that PV. The invariant mass $M(pK^-K^-\pi^+)$ is required to lie in the range 2461–2481 MeV/$c^2$ and 2685–2705 MeV/$c^2$ for $\Xi_c^0$ and $\Omega_c^0$ signal candidates, respectively; these intervals cover a mass region that represents about ±2.5 and ±2.0 times the expected mass resolution. The tighter requirement on the $\Omega_c^0$ candidates is used because of a lower signal-to-background ratio. Candidates for which the $pK^-K^-\pi^+$ mass is outside the signal region are also used to model the $X_c$ combinatorial background contribution to the signal sample. To suppress combinatorial background, candidate $X_b$ decays are required to have a reconstructed decay time larger than 0.2 ps, which is about five times the decay time resolution for these decays.

To further improve the signal-to-background ratio, a multivariate analysis is employed, based on a boosted decision tree (BDT) algorithm [31,32] implemented within the TMVA package [33]. Simulated $\Xi_b^-$ and $\Omega_b^-$ decays are used to represent the signal distributions, and background events are taken from the signal sidebands in data. The sidebands consist of events that are close in mass to the $X_b$ signal region, but have either the $pK^-K^-\pi^+$ or $X_c\pi^-$ mass inconsistent with the known $X_c$ or $X_b$ masses. Independent training and test samples are used to ensure that the BDT is not overtrained.

A total of 18 discriminating variables are used to help differentiate signal and background candidates, including: the $X_b$ decay vertex fit $\chi^2$; the $\chi^2_{IP}$ of the $X_b$, $X_c$ and final-state decay products; the consistency of the candidate with being produced at one of the PVs in the event; the $p_T$ of the decay products; and the PID information on the proton and two kaons. Due to differences in the PID information between simulation and data, the distributions of PID variables for signal are taken from $D^{*+} \rightarrow D^0\pi^+$ with $D^0 \rightarrow K^-\pi^+$, $\Lambda \rightarrow p\pi^-$ and $\Lambda_c^+ \rightarrow pK^-\pi^+$ decays in data [34], and are reweighted to account for differences in kinematics between the control and signal samples. The output of the training is a single discriminating variable that ranges from −1 to 1. For convenience, the output value is also referred to as BDT.

The BDT requirement is chosen to maximize the figure of merit $N_S/\sqrt{N_S+N_B}$ for the $\Omega_b^-$ signal. Here, $N_S$ and $N_B$ are the expected signal and background yields as a function of the BDT requirement. The chosen requirement of BDT>0.3 provides an expected signal (background) efficiency of about 90% (10%).

4 Mass spectra and fits

The $X_c$ invariant mass spectra for $X_b$ signal candidates are shown in Fig. 1. All candidates within the regions contributing to the $\Omega_b^-$ mass fit, 5420–6380 MeV/$c^2$, and the $\Xi_b^-$ mass fit, 5630–6590 MeV/$c^2$, are included. The simulated distributions, normalized to the fitted
Figure 1: Invariant mass distribution for (left) $\Xi_c^0 \to pK^- K^- \pi^+$ and (right) $\Omega_b^- \to pK^- K^- \pi^+$ candidates over the full $X_b$ fit regions. The corresponding simulations (sim.) are overlaid. The vertical arrows indicate the signal regions, and the horizontal ones show the sideband regions.

number of $X_c$ signal decays in data, are overlaid. The vertical and horizontal arrows indicate the signal and sideband regions.

While the overall background yields in these spectra are comparable, the signal-to-background ratio is much lower within the $\Omega_b^0$ candidate sample due to the lower production rate of $\Omega_b^-$ relative to $\Xi_b^-$ baryons, and likely a smaller $X_c \to pK^- K^- \pi^+$ branching fraction. Due to the very different $X_c$ background levels for the signal and calibration mode, we use the $X_c$ sidebands to model the $X_c$ combinatorial background in the $X_b$ invariant mass spectra.

To measure the $\Omega_b^-$ mass and yield, the data are fitted using a simultaneous extended unbinned maximum likelihood fit to four $X_b$ invariant mass distributions; one pair is formed from the $X_c$ signal regions, and the second pair comprises events taken from the $X_c$ sidebands, as indicated in Fig. [1].

The signal shapes, determined from $\Omega_b^- \to \Omega_b^0 \pi^-$ and $\Xi_b^- \to \Xi_c^0 \pi^-$ simulated events, are each modeled by the sum of two Crystal Ball (CB) functions [35] which have a common mean value. The general forms of the two signal shapes are

$$ F_{\text{sig}}^{\Xi_b^-} = f_{\text{low}} \text{CB}_-(m_0, f_\sigma \sigma, \alpha_-, N_-) + (1 - f_{\text{low}}) \text{CB}_+(m_0, f_\sigma \sigma, \alpha_+, N_+), \quad (1) $$

$$ F_{\text{sig}}^{\Omega_b^-} = f_{\text{low}} \text{CB}_-(m_0 + \delta m, r_\sigma \sigma, \alpha_-, N_-) + (1 - f_{\text{low}}) \text{CB}_+(m_0 + \delta m, \sigma, \alpha_+, N_+). \quad (2) $$

Several of the parameters are common in the two signal shapes, and are determined from a simultaneous fit to the mass spectra from simulated samples of $\Omega_b^-$ and $\Xi_b^-$ decays. The CB$_\pm$ function represents the signal contribution with a tail toward low (−) or high (+) invariant mass. The parameters $m_0$ and $m_0 + \delta m$ represent the fitted peak mass values of the $\Xi_b^-$ and $\Omega_b^-$ baryons, respectively; $r_\sigma$ relates the lower CB width to the upper one; and $f_\sigma$ allows for a small difference in the mass resolution for the signal and calibration modes. The exponential tail parameters $\alpha_\pm$ are common to the signal and calibration modes.
modes. We fix the power-law tail parameters $N_\pm = N_+ = 10$, and the fraction $f_{\text{low}} = 0.5$, as the simulated signal shapes are well described without these parameters freely varied. In fits to the data, $m_0$, $\delta m$ and $\sigma$ are left free to vary, and all other shape parameters are fixed to the values from the simulation.

Several sources of background contribute to the invariant mass spectrum for both the signal and the calibration modes. These include: (i) partially-reconstructed $X_b \to X_c \rho^-$ decays; (ii) misidentified $X_b \to X_c K^-$ decays; (iii) partially-reconstructed $\Omega_b^- \to \Omega_c^{*0}\pi^-$ decays ($\Omega_b^-$ only); (iv) random $X_c \to pK^- K^- \pi^+$ combinations; and (v) $X_b \to X_c \pi^-$ combinatorial background. The $X_b \to X_c \rho^-$ background shape is based on simulated decays, and is parameterized by an ARGUS distribution convolved with a Gaussian resolution function of $16.4 \text{MeV}/c^2$ fixed width, the value obtained from fully reconstructed $\Omega_b^- \to \Omega_c^{*0}\pi^-$ decays in data. The ARGUS shape parameters are left free to vary in the fit, as is the yield, expressed as a fraction of the $X_b \to X_c K^-$ yield. The $X_b \to X_c K^-$ background shape is fixed based on simulation. The yield fraction $N(X_b \to X_c K^-)/N(X_b \to X_c \pi^-)$ is fixed to 3.1%, which is the product of an assumed ratio of branching fractions $B(X_b \to X_c K^-)/B(X_b \to X_c \pi^-) = 7\%$, based on the value from $\Lambda_b^0$ decays, and the efficiency of the PID requirements on the $K^-$ and $\pi^-$. The shape parameters used to describe these two backgrounds are common to the signal and calibration modes, apart from an overall mass offset, which is fixed to be equal to $\delta m$. The invariant mass distribution of the $\Omega_b^- \to \Omega_c^{*0}\pi^-$ background is taken from a parametrization of the mass distribution obtained from a phase-space simulation, combined with a Gaussian smearing based on the measured mass resolution. The yield fraction $N(\Omega_b^- \to \Omega_c^{0}\pi^-)/N(\Omega_b^- \to \Omega_c^{*0}\pi^-)$ is freely varied in the fit to data.

The $X_c \to pK^- K^- \pi^+$ combinatorial background contribution is constrained by including the $X_c$ sidebands in the simultaneous fit, as discussed above. The shape of this background is modeled by the sum of a broad Gaussian function and an exponential shape. In the $X_c$ sidebands there is no indication of any $\Xi_b^-$ or $\Omega_b^-$ contributions, which might result from nonresonant $X_b \to pK^- K^- \pi^+ \pi^-$ decays. The shape parameters and yields of this background component are freely varied in the fit, but their values are common for the $X_c$ signal and sideband data samples. A different set of parameters is used for the $\Omega_b^-$ and $\Xi_b^-$ decay modes. Random $X_c \pi^-$ combinatorial background is described by a single exponential function with variable slope and yield.

The $X_b$ invariant mass spectra with the fits overlaid are shown in Fig. 2 for the $X_c$ signal regions. The fitted yields are $62.6 \pm 9.0$ and $1384 \pm 39$ for the $\Omega_b^- \to \Omega_c^{0}\pi^-$ and $\Xi_b^- \to \Xi_c^{0}\pi^-$ modes, respectively. The $\Omega_b^- \to \Omega_c^{*0}\pi^-$, $\Omega_c^{*0} \to pK^- K^- \pi^+$ decay is observed for the first time with large significance, about 10 standard deviations based on Wilks’s theorem. The yield of $\Omega_b^- \to \Omega_c^{0}\pi^-$ decays is comparable to that obtained in $\Omega_b^- \to J/\psi \Omega^-$ decays. The mass difference is measured to be $\delta m = 247.7 \pm 3.0 \text{MeV}/c^2$, where the uncertainty is statistical only.
Figure 2: Results of the simultaneous mass fit to the signal and calibration modes. The fitted \( \Omega^- \) combinatorial (comb.) background yield is very small, and not clearly visible.

Table 1: Results of the fit to data for each decay time bin, and the relative efficiency. The uncertainties are statistical only.

<table>
<thead>
<tr>
<th>Decay time bin (ps)</th>
<th>( \Omega^- ) yield</th>
<th>( \Xi^- ) yield</th>
<th>( \epsilon(\Xi^-)/\epsilon(\Omega^-) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0–1.5</td>
<td>20.8 ± 4.8</td>
<td>450 ± 21</td>
<td>1.10 ± 0.03</td>
</tr>
<tr>
<td>1.5–2.5</td>
<td>12.0 ± 3.7</td>
<td>427 ± 21</td>
<td>1.11 ± 0.04</td>
</tr>
<tr>
<td>2.5–4.0</td>
<td>17.7 ± 4.2</td>
<td>305 ± 17</td>
<td>1.02 ± 0.04</td>
</tr>
<tr>
<td>4.0–12.0</td>
<td>10.5 ± 3.3</td>
<td>201 ± 14</td>
<td>1.03 ± 0.05</td>
</tr>
</tbody>
</table>

5 \( \Omega^- \) lifetime

To measure the \( \Omega^- \) lifetime, the data from the signal and calibration modes are divided into four bins of \( X_b \) decay time: 0.0–1.5 ps, 1.5–2.5 ps, 2.5–4.0 ps, and 4.0–12.0 ps. The decay time binning was chosen based on pseudoexperiments which replicate the yields of events in data as a function of decay time for the signal and calibration modes. Several binning schemes were investigated and the one above minimizes the systematic uncertainty on the lifetime due to the small \( \Omega^- \) sample size.

The yields in each decay time bin in data are determined by repeating the mass fit for each decay time bin, allowing the signal and background yields to vary freely. All shape parameters are fixed to the values obtained from the fit to the whole data sample, since simulations show that they do not depend on the decay time. The results of the fits to the individual decay time bins are shown in Figs. 3 and 4 for the signal and calibration modes. The yields are presented in Table 1.
The relative efficiency in each bin is determined using simulated events. The efficiency-corrected yield ratio is then

\[
\frac{N_{\Omega_b^+ \rightarrow \Omega_c^0 \pi^-}(t)}{N_{\Xi_b^- \rightarrow \Xi_c^0 \pi^-}(t)} = A \exp(\kappa t),
\]

(3)

where \(A\) is a calibration factor, and

\[
\kappa = \frac{1}{\tau_{\Xi_b^-}} - \frac{1}{\tau_{\Omega_b^+}}.
\]

(4)

The value of \(\kappa\) is obtained by fitting an exponential function to the efficiency-corrected ratio of yields, which in turn allows \(\tau_{\Xi_b^-}\) to be determined. The efficiencies for the signal and normalization modes are expressed as the fraction of generated signal decays with true decay time in bin \(i\), which have a reconstructed decay time also in bin \(i\). When defined in this way, effects of time resolution and selection requirements are accounted for, and the corrected signal and calibration mode yields are exponential in nature. The relative efficiencies after all selection requirements are given in Table 1.

The efficiency ratio is consistent with having no dependence on the decay time, as expected from the similarity of the two decay modes. The efficiency-corrected yield ratio as a function of decay time is shown in Fig. 5 along with a \(\chi^2\) fit to the data using an exponential function. The position of the points along the decay time axis is determined by taking the average value within the bin, assuming an exponential decay time distribution with \(\tau = 1.60\) ps. From the fitted value of \(\kappa = 0.053 \pm 0.085\) ps\(^{-1}\) and the measured value of the \(\Xi_b^-\) lifetime, the lifetime ratio is found to be

\[
\frac{\tau_{\Omega_b^+}}{\tau_{\Xi_b^-}} = \frac{1}{1 - \kappa \tau_{\Xi_b^-}} = 1.09 \pm 0.16,
\]

(5)

where the uncertainty is statistical only.

6 Systematic uncertainties

A number of systematic uncertainties are evaluated, and are summarized in Table 2. Most of the systematic uncertainties are estimated by modifying each fixed input or function, and taking the difference with respect to the nominal value as the systematic uncertainty. The signal shape uncertainty is determined by changing the description to the sum of two Gaussian functions and repeating the analysis. The nominal \(X_c\) combinatorial background shape is changed from the sum of a Gaussian shape and an exponential function to a single exponential distribution. The sensitivity to the \(\Omega_b^- \rightarrow \Omega_c^0 \pi^-\) shape description is investigated by varying the shape parameters obtained from the simulation to account for the uncertainty on the mass resolution, as well as using a different function to parametrize the simulation. The uncertainty on the yield of misidentified \(X_b \rightarrow X_c K^-\) decays is quantified by varying the fractional contribution by \(\pm 30\%\) relative to the nominal value, to allow for uncertainty in the \(X_b \rightarrow X_c K^-\) branching fractions amongst these modes and
Figure 3: Results of the simultaneous mass fit to the $\Omega_\kappa^-$ signal in the four decay time bins, as indicated in each plot.

for uncertainty in the PID efficiencies. The relative efficiency is obtained from simulation. However, the BDT performance in data is slightly worse than in simulation, so to estimate a potential bias in the lifetime ratio, we re-evaluate the relative efficiency with a BDT$>0.6$ requirement, while keeping the nominal requirement on the data. This larger value was chosen since it provides equal efficiency of the BDT requirement on $\Xi^-_\kappa$ simulation as in data. To test the sensitivity to the position of the points along the decay time axis (in Fig. 5), the fit is repeated assuming an exponential distribution with $\tau = 1.80$ ps. Bias due to the small signal size has been studied using pseudoexperiments, and we find a small fit bias in $\tau_{\Omega_\kappa^-}/\tau_{\Xi^-_\kappa}$, which pulls the value down by 10% of the statistical uncertainty. We correct the data for this bias, and assign half the shift as a systematic uncertainty. The simulated samples used to determine the relative efficiency are of finite size, and those
uncertainties are propagated to the final result.

For the $\delta m$ measurement, the fitted value of $\delta m_{\text{meas}} - \delta m_{\text{true}}$ in simulation is $-0.38 \pm 0.28 \text{ MeV}/c^2$. We apply this value as a correction, and assign the $0.28 \text{ MeV}/c^2$ as a systematic uncertainty. The momentum scale has a fractional uncertainty of $\pm 0.0003$ \cite{10}. Its effect is evaluated by shifting all momentum components of the final-state particles by this amount in simulated decays, and comparing to the case when no shift is applied. Lastly, the uncertainty in the $\Xi_b^-$ lifetime enters weakly into the lifetime ratio (see Eq. \ref{eq:5}), and is also included as a source of uncertainty. All sources of systematic uncertainty are added in quadrature to obtain the corrections and systematic uncertainties of $-0.4 \pm 0.5 \text{ MeV}/c^2$ on $\delta m$ and $+0.016 \pm 0.029$ on $\tau_{\Omega^-}/\tau_{\Xi^-}$.

Figure 4: Results of the simultaneous mass fit to the $\Xi_b^-$ signal in the four decay time bins, as indicated in each plot.
Figure 5: Corrected signal yield ratio as a function of decay time, along with a fit to an exponential function. The horizontal bars indicate the bin sizes, and are not an indication of the uncertainty.

Table 2: Summary of systematic uncertainties in $\delta m$ and the lifetime ratio. When two values are indicated, the first is a correction, and the second is the uncertainty.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\delta m$ (MeV/$c^2$)</th>
<th>$\tau_{\Omega_c}/\tau_{\Xi_c}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal shape</td>
<td>$\pm 0.3$</td>
<td>$\pm 0.005$</td>
</tr>
<tr>
<td>Background shape</td>
<td>$\pm 0.1$</td>
<td>$\pm 0.009$</td>
</tr>
<tr>
<td>$\Omega_{c^0}$ shape</td>
<td>$\pm 0.1$</td>
<td>$\pm 0.003$</td>
</tr>
<tr>
<td>$X_b \rightarrow X_c K^-$ background</td>
<td>$\pm 0.2$</td>
<td>$\pm 0.002$</td>
</tr>
<tr>
<td>Relative efficiency</td>
<td>–</td>
<td>$\pm 0.018$</td>
</tr>
<tr>
<td>Average time in bin</td>
<td>–</td>
<td>$\pm 0.002$</td>
</tr>
<tr>
<td>Lifetime fit</td>
<td>–</td>
<td>$+0.016 \pm 0.008$</td>
</tr>
<tr>
<td>Simulated sample size</td>
<td>$-0.38 \pm 0.28$</td>
<td>$\pm 0.017$</td>
</tr>
<tr>
<td>Momentum scale</td>
<td>$\pm 0.1$</td>
<td>–</td>
</tr>
<tr>
<td>$\Xi_b^-$ lifetime</td>
<td>–</td>
<td>$\pm 0.004$</td>
</tr>
<tr>
<td>Total systematic</td>
<td>$-0.4 \pm 0.5$</td>
<td>$+0.016 \pm 0.029$</td>
</tr>
<tr>
<td>Total statistical</td>
<td>$\pm 3.2$</td>
<td>$\pm 0.16$</td>
</tr>
</tbody>
</table>

7 Summary

In summary, a 3.0 fb$^{-1}$ $pp$ collision data sample is used to reconstruct a sample of $63 \pm 9\Omega_b^- \rightarrow \Omega_{c^-}^0 \pi^-$, $\Omega_{c^-}^0 \rightarrow pK^-K^-\pi^+$ decays. This is the first observation of these $\Omega_c^-$ and $\Omega_{c^-}^0$ decay modes, with well over $5\sigma$ significance. Using these signals, the mass difference and
mass are measured to be
\[
m_{\Omega^-} - m_{\Xi^-} = 247.3 \pm 3.2 \pm 0.5 \text{ MeV}/c^2, \\
m_{\Omega^-} = 6045.1 \pm 3.2 \pm 0.6 \text{ MeV}/c^2,
\]
where the uncertainties are statistical, systematic, and from knowledge of the \(\Xi^-\) mass \[12\] \((m_{\Omega^-} \text{ only}). The measured \(\Omega^-\) mass is consistent with previous measurements from LHCb, 6046.0 \pm 2.2 \pm 0.5 \text{ MeV}/c^2 \[18\] and CDF, 6047.5 \pm 3.8 \pm 0.6 \text{ MeV}/c^2 \[19\], but inconsistent with the value of 6165 \pm 10 \pm 13 \text{ MeV}/c^2 obtained by the D0 experiment \[20\]. An average of the two LHCb measurements yields \(m_{\Omega^-} = 6045.7 \pm 1.9 \text{ MeV}/c^2\), where the momentum scale uncertainty is taken as 100% correlated, and the rest of the uncertainties are uncorrelated.

The lifetime ratio and absolute lifetime of the \(\Omega^-\) baryon are also measured to be
\[
\frac{\tau_{\Omega^-}}{\tau_{\Xi^-}} = 1.11 \pm 0.16 \pm 0.03, \\
\tau_{\Omega^-} = 1.78 \pm 0.26 \pm 0.05 \pm 0.06 \text{ ps},
\]
using \(\tau_{\Xi^-} = 1.599 \pm 0.041 \pm 0.022 \text{ ps} \[12\]. The first uncertainty in each case is statistical. The second uncertainty on \(\tau_{\Omega^-}/\tau_{\Xi^-}\) is the total systematic uncertainty, as given in Table 2. For \(\tau_{\Omega^-}\), the second uncertainty is from all sources in Table 2 except the \(\Xi^-\) lifetime, and the third uncertainty stems from the uncertainty in the \(\Xi^-\) lifetime. The lifetime is consistent with the previous measurements of \(\tau_{\Omega^-} = 1.54^{+0.26}_{-0.21} \pm 0.05 \text{ ps} \[10\] and \(\tau_{\Omega^-} = 1.66^{+0.53}_{-0.40} \text{ ps} \[19\] by the LHCb and CDF collaborations, respectively. The average of the LHCb measurements, assuming no correlation among the uncertainties, yields an \(\Omega^-\) lifetime of 1.66^{+0.19}_{-0.18} \text{ ps}. These measurements improve our knowledge of the mass and the lifetime of the \(\Omega^-\) baryon. Due to the similarity of the signal and calibration modes, this pair of decay modes is very promising for future studies of the \(\Omega^-\) baryon.
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