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We present a model-independent method to reconstruct the impact parameter distributions of experimen-
tal data for intermediate energy heavy ion collisions, adapted from a recently proposed approach for ultra-
relativistic heavy ion collisions. The method takes into account the fluctuations which are inherent to the re-
lationship between any experimental observable and the impact parameter in this energy range. We apply the
method to the very large dataset on heavy ion collisions in the energy range 20–100 MeV/nucleon obtained with
the INDRA multidetector since 1993, for two observables which are the most commonly used for the estimation
of impact parameters in this energy range. The mean impact parameters deduced with this new method for
“central” collisions selected using typical observable cuts are shown to be significantly larger than those found
when fluctuations are neglected, and as expected the difference increases as bombarding energy decreases. In
addition, we will show that this new approach may provide previously inaccessible experimental constraints for
transport models, such as an estimation of the extrapolated mean value of experimental observables for b = 0
collisions. The ability to give more realistic, model-independent, estimations of the impact parameters asso-
ciated to different experimental datasets should improve the pertinence of comparisons with transport model
calculations which are essential to better constrain the equation of state of nuclear matter.

I. INTRODUCTION

The equation of state (EoS) of bulk nuclear matter in a wide
range of densities, temperatures, and proton-neutron asym-
metries is of major importance not only for nuclear physics
but also astrophysics since the EoS plays a fundamental role
in the understanding of core-collapse supernovae (CCSN),
proto-neutron star cooling [1], and neutron star mergers as re-
cently observed through gravitational wave data [2]. In the
laboratory, precise constraints on the finite temperature EoS
away from saturation density can be obtained from heavy-
ion collisions (HIC), which can be used to explore a wide
range of density, energy and asymmetry conditions, depend-
ing on the bombarding energy, neutron and proton numbers
(N, Z) of projectile and target, and impact parameter, b. In
particular, the freeze-out stage of central HIC in the energy
range 20–100 MeV/nucleon produces transient finite systems
with similar temperatures and densities as CCSN matter, al-
beit with smaller asymmetries [3, 4].

The EoS cannot be measured directly but has to be in-
ferred by comparing the outcome of carefully selected colli-
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sions with model predictions. For example, transport models
[5–14] can be used to predict the dynamics of collisions at
different impact parameters using different forms of the EoS,
by varying the parameters of the employed effective interac-
tion. For such a comparison to be meaningful, the calculations
should ideally be run over the same impact parameter distri-
bution P(b|S) as that of the experimental event sample S, or at
least use a representative value such as the mean of this distri-
bution, 〈b〉S. This is all the more important as currently trans-
port model calculations are not only dependent on the EoS
parameters, but also on many other ingredients (related to un-
certainties both of physics and of numerical implementation)
which are as yet not fully under control [15, 16], therefore
reducing trivial bias due to mismatching of experimental and
simulated impact parameters is essential to make progress.

Of course, the impact parameter for each collision cannot
be measured but only inferred from the final state observables
of each event. An essential feature of HIC in the 20–100
MeV/nucleon energy range are fluctuations. The fluctuations
of any observable X from one collision to the next can be of
the same order of magnitude as its mean value, 〈X〉. Due to a
combination of diminishing cross-section and increasing im-
portance of fluctuations as b→ 0, higher and higher cuts in
any observable, even one strongly correlated with b, will al-
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ways lead to mixing between collisions over a broad range of
impact paramter [17, 18]. Impact parameter mixing in experi-
mental data samples of “central” collisions is a general feature
which can seriously bias comparisons with transport models
if neglected [19]. For example, the authors of [20] studied
how mixing can affect studies of isospin sensitive variables
using the ImQMD transport model. They show that in reality
the mean impact parameter selected by higher and higher cuts
on the total charged particle multiplicity “saturates” at a finite
value b > 0, and the difference between estimated and true
centrality worsens as bombarding energies decrease below 70
MeV/nucleon (see also for example [21]). Given the current
uncertainties in existing transport models, it would be an im-
portant advance to be able to quantitatively characterize the
centrality of selected event samples in a model-independent
way.

There are many works in the literature dealing with the
characterization of experimental centrality, from the simplest
and most widely used geometric approximation of [22] to
an AI approach using neural networks trained by simulated
data [23]. Recently, a new method for reconstructing experi-
mental impact parameter distributions was proposed for ultra-
relativistic collisions in [24, 25]. It is model independent and
explicitly takes into account the fluctuations in the relation-
ship between X and b, which is adjusted in order to reproduce
the experimentally measured inclusive P(X) distribution. De-
spite the orders of magnitude differences in beam energies and
physics, the inclusive P(X) distributions for different observ-
ables used to gauge the centrality of e.g. Au+Au collisions at
center of mass (c.m.) energies

√
s=130 GeV or Pb+Pb col-

lisions at
√

s =2.76 TeV (see Fig. 1 of [24]) have generic
properties very similar to those seen for e.g. total multiplicity
or total transverse energies in HIC collisions at intermediate
energies: the highest cross-section for the smallest values of
X , decreasing to a wide plateau and finally a near-exponential
fall-off for the largest X values. Indeed such a generic distri-
bution is expected for any observable whose mean value de-
creases monotonically with b when weighted with a geometric
impact parameter distribution, P(b)∼ b.

In this paper, our aim is not to criticize or improve existing
methods of selecting experimental samples of central colli-
sions. Rather, we propose a new method to characterize any
selected set of experimental data in terms of the corresponding
impact parameter distribution. The method is model indepen-
dent and uses experimental data as its sole input. It is based
on the approach of [24, 25] which we will first present along
with the adaptations we have made for its use in the interme-
diate energy range. Before applying it to our experimental
data, we will first of all validate the method with a full sim-
ulation of a typical near-Fermi energy heavy-ion reaction us-
ing the microscopic transport model AMD [26], the statistical
decay code GEMINI++ [27, 28] and a software filter repro-
ducing the characteristics of the INDRA array [29, 30]. Then
we will apply it to the very large INDRA dataset on heavy
ion collisions in the energy range 20–100 MeV/nucleon. We
will use it to provide a systematic estimate of the true cen-
trality of the collisions selected by a high-transverse energy
cut, as often used in previous analyses [31]. In conclusion, by

providing more reliable, model-independent estimates of im-
pact parameters associated to different experimental data, this
method will improve the quality of data-model comparisons
which are essential to better constrain the equation of state of
nuclear matter.

II. METHOD

A. General approach

Consider an observable X whose functional dependence on
the impact parameter can be written in terms of a conditional
probability distribution P(X |b), which encodes both the b-
dependence of the mean value, X(b), and the fluctuations of X
about this mean value. The inclusive distribution of X result-
ing from all measured collisions, having an unknown impact
parameter distribution P(b), is given by

P(X) =

ˆ
∞

0
P(b)P(X |b)db (1)

Introducing the quantity centrality, cb, defined as the cumula-
tive distribution function of P(b),

cb ≡
ˆ b

0
P(b′)db′ (2)

Eq. 1 can be rewritten as

P(X) =

ˆ 1

0
P(cb)P(X |cb)dcb =

ˆ 1

0
P(X |cb)dcb (3)

as by definition P(cb) = 1, ∀cb, and the dependency on the
unknown inclusive impact parameter distribution disappears.
Then Eq. 3 can in principle be used to determine P(X |cb) by
fitting the experimentally measured inclusive distribution of
X , P(X). In order to make the problem tractable, the authors
of [24, 25] proposed to write P(X |cb) as

P(X |cb) = f
[
X(cb),θ(cb)

]
(4)

where f is a suitable p.d.f. with mean value X(cb) and reduced
variance determined by θ(cb) = var(X)/X(cb). In principle,
both the mean value and the variance of the observable can
depend on centrality, i.e. the impact parameter.

Once P(X |cb) is determined by fitting the experimental
P(X) distribution, it can be used to estimate the centrality dis-
tribution for any given selection of data. For example, for a cut
such as x1 ≤ X ≤ x2 the corresponding centrality distribution
is given by

P(cb|x1 ≤ X ≤ x2) =

´ x2
x1

P(cb,X)dX´ x2
x1

P(X)dX
=

´ x2
x1

P(cb|X)P(X)dX´ x2
x1

P(X)dX

where, in the first integral, P(cb,X) is the joint probability
distribution, P(cb,X) = P(cb|X)P(X) = P(X |cb)P(cb). The
second equality being nothing but Bayes’ theorem, we can
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use it to rewrite the integrand in the numerator, remembering
that P(cb) = 1. If we also define an experimental centrality,
cx, as

cx ≡
∞̂

x

P(X)dX (5)

i.e. the fraction of all events with X ≥ x, then we can also
rewrite the denominator, giving finally for the centrality dis-
tribution corresponding to our event selection

P(cb|x1 ≤ X ≤ x2) =

´ x2
x1

P(X |cb)dX

cx1 − cx2

(6)

More generally, events may be selected in many different
ways, not only using simple cuts, and not necessarily using
the same observable X as that which is used for centrality es-
timation: for a generic experimental sample S the centrality
distribution will be given by

P(cb|S) =

´
P(X |cb)

P(X |S)
P(X) dX´

P(X |S)dX
(7)

where P(X |S) is the sample distribution of X (i.e. a histogram
of X filled from the events in the sample), and the integrals
are over the full domain of X . Therefore once P(X |cb) has
been determined by fitting the experimental P(X) distribution,
it can be used to estimate the centrality distribution for any
given selection of data.

Finally, absolute impact parameter distributions can be de-
duced from the calculated centrality distributions by a suitable
change of variables:

P(b|S) = P(b)P(cb(b)|S) (8)

It should be noted that in this case it is necessary to assume
a specific form for the inclusive impact parameter distribution
P(b) and calculate the corresponding relationship between cb
and b, cb(b), using Eq. 2.

B. Specific implementation

In order to apply the method to data, specific choices and
approximations must be made. These concern the p.d.f. f to
use in Eq. 4, the parametrization of the centrality dependence
of the mean, X , and the centrality dependence of the reduced
fluctuation, θ .

1. Fluctuation kernel, f

As observables most strongly correlated with impact pa-
rameter in heavy-ion collisions can be assumed to result
from a sum of many independent microscopic processes (e.g.
nucleon-nucleon collisions), a natural choice would be a gaus-
sian or normal distribution [24]. However, as most observ-
ables related to collision violence only take positive values,

X ≥ 0, the gaussian distribution has the disadvantage for
small X that negative values may occur with finite probabil-
ity. Therefore, as shown in [25], a better choice is the gamma
distribution

f [k,θ ] =
1

Γ(k)θ k Xk−1e−X/θ (9)

with k = X/θ . The gamma distribution is only defined for
X ≥ 0, being asymmetric for small X and tending towards a
gaussian distribution asymptotically for large X .

Another criterion for the choice of f is the nature of the
observable X : is it a continuous or a discrete variable? Al-
though in principle the gaussian or gamma distributions can
be used for both, in the case of discrete variables such as par-
ticle multiplicities, one might think that a discrete probability
distribution may be more suitable. However, the most likely
candidates, the Poisson distribution, the binomial distribution
and the negative binomial distribution, each impose different
constraints on the reduced variance θ : θ < 1 (binomial), θ = 1
(Poisson) or θ > 1 (negative binomial). As will be seen below,
the experimental P(X) distributions do not contain sufficient
information to constrain the dependency of both X and θ on
cb, therefore rather than constrain a priori the value of θ by
the choice of f , it is preferable to use the gamma fluctuation
kernel for which θ can vary freely, even for observables which
only take discrete values.

2. Centrality dependence of the mean, X

In order to reconstruct centrality distributions from exper-
imental X distributions, the relationship between X and cen-
trality must be monotonic. We have chosen a functional form
whose parameters can vary freely while guaranteeing mono-
tonicity and which is sufficiently general to describe the typi-
cal shapes of such relationships as predicted by various trans-
port model calculations in this energy range (see for example
[20, 21, 32–35]).

In the framework of the gamma distribution of Eq. 9, it is
in fact the parameter k whose centrality dependence has to be
parameterized, for which we have used

k(cb) = kmax [1− cα
b ]

γ + kmin (10)

Note that this form corresponds to a monotonically decreas-
ing function of centrality (as expected for variables which in-
crease with collision violence): if a monotonically increasing
function of centrality is required, one can replace cb by 1−cb
in Eq. 10. Only 4 free parameters are required. α and γ can
be directly linked to the shape of the impact parameter depen-
dence of X , making interpretation of fit results more immedi-
ate: the value of α determines whether or not the observable’s
evolution with b presents a plateau for the most central colli-
sions, i.e. when α ≥ 1 there exists a range of small impact pa-
rameters for which the derivative dk/db≈ 0, which implies a
lower limit to the observable’s sensitivity to variations of b —
the larger the value of α , the larger the range; the γ-parameter
determines the concavity of the curve — values of γ > 1 lead
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Figure 1. AMD+GEMINI++ simulations of 58Ni+58Ni collisions at 52 MeV/nucleon filtered according to the acceptance of the INDRA array
(see text for details). (a) Reduced variances of the observables NC and Et12 as a function of impact parameter, b. (b) Symbols: differential
cross-section distribution of all detected simulated events as a function of b. Dashed curve: fit to the distribution using Eq. 12 with b0 = 10.1
fm and ∆b = 0.4 fm.

to S-shaped curves with an asymptotically zero derivative at
cb = 1.

kmax and kmin determine the maximum mean value of the
observable achieved in head-on collisions, i.e. for cb = b = 0:

Xmax = X(b = 0) = θ(kmax + kmin) (11)

The ‘offset’ parameter kmin is important because we cannot
always assume that Xmin = θkmin is zero for the most periph-
eral recorded collisions. This is especially clear when con-
sidering X = NC, the total multiplicity of charged products.
All the data analyzed in this article were obtained with an
online DAQ trigger corresponding to a minimum number of
fired telescopes of between 3 and 5 depending on the system
studied. For the lightest systems considered in our study, the
maximum charged particle multiplicity can be as small as 20;
in this case the role of kmin is far from negligible.

3. Centrality dependence of reduced fluctuations, θ

As first pointed out in [24], the experimental P(X) distri-
butions do not contain sufficient information to constrain the
dependency of both X and θ on cb. The problem is under-
constrained, in the sense that one cannot extract two unknown
functions, X(cb) and θ(cb), from a single distribution, P(X).
Nevertheless, the fluctuations for central collisions, θ(b = 0),
can be well-constrained by the tail of the P(X) distribution,
which is dominated by fluctuations around the mean value for
b ∼ 0, X(b = 0). The rest of the distribution gets contribu-
tions from many different impact parameters so that fluctua-
tions are averaged over, and P(X) only contains information
about X(cb) away from the tail. Therefore, as in [24, 25], we
make the approximation that the reduced fluctuation param-
eter θ is constant for all centralities, and equal to its value

for b = 0: in other words the variance of X is proportional to
its mean value for all b, with a constant of proportionality θ

which is a free parameter of the fits, constrained by the tail of
the P(X) distributions.

C. Test with a transport model calculation

We have used the microscopic transport model AMD (An-
tisymmetrised Molecular Dynamics, [8, 11]) in order to sim-
ulate a typical reaction from the INDRA dataset, 58Ni+58Ni
collisions at 52 MeV/nucleon. The transport model calcula-
tion was stopped at the end of the dynamical phase of the re-
action, after 300 fm/c, and the resulting set of excited primary
nuclei was used as input to the statistical decay code GEM-
INI++ [27, 28]. The detection of the final products of these
collisions by the INDRA array [30] was then simulated using
a software replica of the apparatus [29], including a minimum-
bias acquisition trigger requiring simultaneous detection of 4
charged products or more (as during the experimental mea-
surement). Our goal here is not to test the AMD model, nor to
compare its predictions with data, but rather to have at our dis-
position a set of simulated data which correctly reproduce at
least the main features of the experimental data, while linking
the impact parameter of each collision with its outcome based
on the pertinent microscopic physics ingredients for heavy-ion
collisions in this energy range.

A first result of these calculations is shown in Figure 1(a).
The reduced variance of the two observables which we will
use in the following, the total charged particle multiplicity,
NC, and the total transverse energy of light charged particles
with Z ≤ 2, Et12, is presented as a function of impact param-
eter. The variances presented here include several sources
of fluctuations: fluctuations in the microscopic collision dy-
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Figure 2. Impact parameter distribution reconstruction for the observable Et12 for simulated data from 58Ni+58Ni collisions at 52 MeV/nucleon
(see text for details). (a) Symbols: inclusive probability distribution P(Et12) of total transverse energy of light charged particles. Statistical
uncertainties are represented by vertical bars when larger than the symbols. Dashed curve: fit using Eq. 3 and the parametrizations of Eqs.
9,10. (b) Reconstructed impact parameter distributions (curves) calculated using Eqs. 6, 8, compared to the actual distributions (symbols) for
4 different bins of experimental centrality, cX .

namics, fluctuations in the secondary decay of excited pri-
mary fragments, and fluctuations due to the finite acceptance
of the INDRA array and other detection effects. It can be seen
that for all but the most peripheral collisions (b < 8 fm), the
reduced variance of both observables can be considered ap-
proximately constant. Therefore, the approximation of II B 3,
whereby the reduced fluctuation parameter θ is assumed to
be independent of the impact parameter, can be seen to have
some justification, at least as far as this modelization is con-
cerned.

Figure 2(a) shows an example of the quality of fits to the
inclusive data histograms which can be achieved using Eq. 3
and the parametrizations of Eqs. 9,10, here for the total trans-
verse energy of light charged particles, Et12. The parameter
values deduced from this fit completely determine the condi-
tional probability distribution P(Et12|cb), and can therefore be
used to calculate centrality distributions for any arbitrary se-
lection of data. However, to calculate impact parameter dis-
tributions, as pointed out at the end of Sec. II A, requires the
knowledge of, or at least a good approximation to, the full
impact parameter distribution P(b). In the present case, of
course, this distribution is accessible, as shown in Figure 1(b).
Initially, the AMD calculations were run with a geometric im-
pact parameter distribution,

P(b) = 2πb

for all b ≤ 12 fm. Let us recall that the equivalent of the ex-
perimental DAQ trigger in this simulation is the detection of
at least 4 charged particles in coincidence: as can be seen,
for the most peripheral collisions (b > 9 fm) the probability
of such events decreases to zero. Such a distribution can be

well-fitted by P(b) = 2πbPR(b) with

PR(b) =
1

1+ exp
(

b−b0
∆b

) (12)

as shown by the dashed curve in Figure 1(b), for parameter
values b0 = 10.1 fm and ∆b = 0.4 fm. Similar distributions
have been observed previously using different models applied
to different reaction systems of the INDRA dataset (see for
example Figure 2(a) of [36]), and suggest that in general for
“minimum-bias” INDRA data, Eq. 12 with ∆b≈ 0.4 fm gives
a good approximation to the full impact parameter distribu-
tion. The formulae allowing to calculate b0 for a given value
of ∆b knowing the total measured cross-section, and the rela-
tion between centrality and impact parameter, cb(b), needed
for Eq. 8, are given in Appendix A.

Examples of reconstructed impact parameter distributions
calculated using the deduced form of P(Et12|cb) are shown in
Figure 2(b). Here we have gated the simulated data according
to 4 bins of experimental centrality, cX , calculated with the
Et12 variable (see Eq. 5). As can be seen, the reconstructed
distributions are very similar to the actual impact parameter
distributions which in this case can be simply generated by ap-
plying the Et12 cuts directly to the model. Both mean impact
parameter and width of the distribution for each centrality bin
are very well reproduced. For the most central bin (cX ≤ 0.1,
corresponding to the upper 10% of the Et12 distribution), al-
though a small shift can be observed, leading to a slight under-
estimation of the mean impact parameter for these events, the
reconstructed distribution is still a very good approximation
to the actual one.

If this new method underestimates slightly the impact pa-
rameters for a very central cut, it is as nothing compared to
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the underestimation that would result from the commonly-
used sharp cut-off approximation (SCA). Within the SCA, the
cross-section associated with any selection of “the most cen-
tral collisions” is assumed to correspond to a geometric (tri-
angular) distribution of impact parameters between b = 0 and
b = bcut, where bcut is the assumed upper limit of impact pa-
rameters retained by the cut. In this case, the fraction of all
detected events retained by the cut, i.e. the upper limit of the
experimental centrality cX , is simply related to the upper limit
of the impact parameter by cX =(bcut/bmax)

2. bmax is the SCA
upper limit of impact parameter for all detected events, which
in the present case is to a very good approximation equivalent
to the value of b0 in Eq. 12. Thus the SCA predicts for a cen-
trality cut cX ≤ 0.1 an upper limit of impact parameter bcut≈ 3
fm, whereas in reality the impact parameters of this selection
can be seen in Figure 2(b) to have a very broad distribution
which extends up to 8 fm.

III. RESULTS

In the following we will present the results of applying the
method presented in Sec. II to data for a wide range of dif-
ferent colliding systems measured with INDRA, which are
summarized in Table I. The data concern the two observ-
ables which are most commonly used for centrality estima-
tion and/or selections in this energy range, namely the total
multiplicity of charged reaction products, NC, and the total
transverse energy of light charged particles (LCP, isotopes of
Z = 1,2 nuclei), Et12. NC is the impact parameter filter most
commonly-used by many different groups in the intermedi-
ate energy range, while Et12 has been especially used by the
INDRA collaboration as it exploits the very high, angle- and
centrality-independent efficiency of the array for detection of
LCP.

A. Experimental details

Impact parameter estimation and sorting of HIC in the en-
ergy range 20–100 MeV/nucleon requires powerful multide-
tector arrays with high granularity and 4π angular coverage.
Let us briefly recall here that INDRA [30, 45] is one of a sec-
ond generation of 4π charged particle arrays, in continued use
for the study of HIC at GANIL in Caen (and briefly at GSI,
Darmstadt) since 1993. Its 336 multi-layer detection modules
covering 90% of the solid angle around the target, low de-
tection and identification thresholds, and minimum-bias trig-
ger logic based on the number of fired modules make it ide-
ally suited for impact parameter reconstruction in this energy
range. References to the original papers where details of the
data-taking can be found for each measured reaction are given
in Table I.

Also in Table I, as well as the mass asymmetry, projectile
energy and number of recorded events, we give also the trigger
multiplicity (corresponding to the minimum number of fired
modules required to record an event, which may include γ-ray,
electron, pion or neutron detection in the CsI scintillators) for

System Mass Eproj Trigger Events
asymmetry [MeV/ multiplicity

nucleon]

36Ar+KCl [37] 0.00

31.54 3 3216332
39.97 3 3496188
51.66 3 2391311
74.00 3 3337570

36Ar+58Ni [38, 39] 0.23

31.54 3 8259867
39.97 3 7234383
51.66 3 8599855
63.03 3 5020363
74.00 4 7648474
83.63 4 4657028
95.22 4 9799670

58Ni+58Ni [40, 41] 0.00

31.98 4 4538513
52.00 4 4738429
63.63 4 4473639
73.96 4 5198692
82.00 4 5578566
90.00 4 9144521

58Ni+197Au [42] 0.55

31.98 4 7448285
52.00 4 7941858
63.63 4 4720169
73.96 4 6685519
82.00 4 7398023

129Xe+natSn[32, 43] 0.04

24.98 4 5288164
32.00 4 3916797
38.98 4 5261377
45.00 4 6067739
50.13 4 5792220

129Xe+124Sn(*) [31] 0.02
65.00 3 881642
80.00 3 424357

100.00 3 1328486

197Au+197Au(*) [44] 0.00

40.00 3 2783629
60.00 3 7589902
80.00 3 3545170

100.00 3 10691556

Table I. Characteristics of collisions studied in this work: mass asym-
metry |Ap−At |/(Ap +At), beam energy, DAQ trigger multiplicity
and total number of recorded events. References are given to the
original papers where details of the data-taking can be found. Sys-
tems marked with an asterisk were measured at GSI, all others at
GANIL.

each reaction. In the offline analysis the same condition was
applied to the reconstructed events (corresponding to a min-
imum number of correctly identified charged products, thus
excluding γ-rays etc.).

B. Results of fits to data

Examples of fits to the inclusive distributions of the observ-
ables NC and Et12 are presented in Figure 3, for the M ≥ 4
129Xe+natSn data. Fits were performed using Eqs. 3, 9 and
10 and fit parameters are given in Tables II and III for NC and
Et12, respectively. Using the measured reaction cross-sections
for this data [32], the experimental and fitted P(X) distribu-
tions are presented here as differential cross-sections. To bet-
ter appreciate the quality of the fits, for both low and high
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Figure 3. Results of fits to the inclusive distributions of NC (left column, (a) & (c)) and Et12 (right column, (b) & (d)) for the 129Xe+natSn data.
Each distribution is presented with both linear (top row, (a) & (b)) and logarithmic (bottom row, (c) & (d)) y-axes. Statistical uncertainties on
the data are shown when not smaller than the symbols.

statistics regions of the distributions, each is presented with
both linear (top row) and logarithmic (bottom row) y-axes.

Apart from the lowest NC or Et12 values, close to the trig-
ger threshold, the shapes of the experimental distributions are
globally well reproduced by each fit, especially the exponen-
tial tails for the highest multiplicities/energies. Reduced χ2

values for each fit are reported in Tables II and III. For Et12
this goodness-of-fit parameter is generally excellent (χ2 ∼ 1),
whereas for NC the values are less satisfactory, despite the vi-
sual impression of adequate fits: this is due to the sharp de-
crease of the fitted distributions at small NC , which due to the
high statistics in this region dominates the overall χ2 values.
Nevertheless, it can be remarked that the deduced Xmin val-
ues for NC follow remarkably well the minimum multiplicity
imposed by the trigger, including the increase from M ≥ 3 to

M ≥ 4 for the 36Ar+58Ni data at 74 MeV/nucleon (see Table
II). Fits of similar quality for both observables were obtained
for all data in this study, the parameters of which are given in
Tables II and III.

C. Deduced probability distributions for impact parameter
and observable

Fitting the experimental P(X) distribution determines the
parameters of the conditional probability distribution P(X |cb)
or P(X |b), and hence the joint probability distribution of ob-
servable and impact parameter, P(X ,b) = P(X |b)P(b). An
example is shown in Figure 4(a) for the case of 129Xe+natSn
collisions at 39 MeV/nucleon using the total transverse en-
ergy of light charged particles, Et12. As shown in the figure,
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Figure 4. Results obtained from the fit to the experimental Et12 dis-
tribution for 129Xe+natSn collisions at 39 MeV/nucleon: (a) recon-
structed joint probability distribution P(Et12,b) (logarithmic color
scale) and the mean value Et12(b) (black curve); (b) impact param-
eter distributions for three cuts in Et12 indicated in the legend; (c)
distribution of Et12 for b = 0.

the joint probability distribution encodes not only the depen-
dence of the mean value Et12 on impact parameter, given by
X = θk(cb) (see Eqs. 9, 10), but crucially also the fluctuations
around this mean value at fixed b, determined by the parame-
ter θ .

It is clear from the joint probability distribution P(Et12,b)
shown in Figure 4(a) that any selection of events using Et12
cuts will necessarily lead to broad impact parameter distribu-
tions. This is confirmed by Figure 4(b) which presents impact
parameter distributions corresponding to three Et12 bins, cal-
culated according to Eqs. 6 and 8. From the figure it can be
seen that these P(b|x1 ≤ Et12 ≤ x2) are simply projections of
P(Et12,b) on to the impact parameter axis, integrated over dif-
ferent ranges of Et12. The distributions of b for the three cuts
are very broad and overlap to a large extent.

Finally, Figure 4(c) shows a specific projection of P(Et12,b)
on to the Et12 axis, corresponding to P(Et12|b = 0), the de-
duced distribution of Et12 for head-on collisions. It is also, as
expected, very broad: the variance of this distribution is de-
termined by the product of the reduced fluctuation parameter,
θ , and the mean value Et12(b = 0) of the Et12 observable for
b= 0 collisions. The values of θ for this system and all others,
and for both NC and Et12 observables are given in Tables II and
III. For the fits to 129Xe+natSn data shown in Figure 3, they are
much smaller for NC (θ ∼ 0.3) than for Et12 (11 ≤ θ ≤ 16).
In fact, as a general result for the whole set of reactions stud-
ied here, we find that total charged multiplicity fluctuations
are relatively small (θ < 1) and nearly independent of bom-
barding energy, whereas Et12 fluctuations are relatively large
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Figure 5. Extrapolated mean values of total charged product multi-
plicity for b = 0 collisions deduced from fits, NC(b = 0), normalized
to total system charge Ztot, as a function of available center of mass
energy per nucleon Ec.m./Atot for all systems. Dashed curves are
parabolic fits.

(θ � 1) and increase with beam energy. Let us recall that a
similar difference in order of magnitude for θ was also found
with the AMD calculations shown in Figure 1(a).

D. System mass- and bombarding-energy dependence of mean
values of observables for b = 0

Figures 5 and 6 present the evolution of NC and Et12 ex-
trapolated to head-on collisions for all studied reactions as a
function of the available center of mass energy, in order to
allow equivalent comparison for symmetric and asymmetric
colliding systems.

The total multiplicities in Figure 5 have been normalized to
the size of each system, Ztot, given by the sum of projectile and
target atomic numbers. Ztot is the maximum possible charged
product multiplicity for each reaction, if complete disintegra-
tion into hydrogen isotopes and (undetected) neutrons were to
occur. Thus the quantity NC(b = 0)/Ztot reflects the degree
to which complete disintegration would occur in head-on col-
lisions for each reaction. For all systems this ratio increases
in a similar fashion with available energy, closely following a
parabolic dependence (shown by the dashed curves in Figure
5). It should be noted that the 129Xe+xSn data, taken in two
separate experimental campaigns, at GANIL (129Xe+natSn:
Eproj ≤50 MeV/nucleon) and at GSI (129Xe+124Sn: Eproj ≥65
MeV/nucleon), follows a continuous evolution over the full
energy range. There is also a systematic system size/mass
dependence of the ratio, which is larger at a given avail-
able energy for smaller systems. Thus for Ec.m./Atot ∼20
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Figure 6. Extrapolated mean values of total transverse energy of light
charged particles for b = 0 collisions deduced from fits, Et12(b =
0), normalized to total system charge Ztot, as a function of available
center of mass energy per nucleon Ec.m./Atot for all systems. The
dashed gray line is a linear fit to all the data except 36Ar+KCl.

MeV/nucleon it can be seen that the 58Ni+58Ni system reaches
50% of complete disintegration, whereas for 197Au+197Au the
degree is no greater than 35%. We remark that the asymmetric
system, 58Ni+197Au, does not appear to follow the same sys-
tematic trend: it could have been expected to have the same
dependence on Ec.m./Atot as 129Xe+xSn, which has approxi-
mately the same total mass and charge but a quasi-symmetric
entrance channel.

Figure 6 shows the extrapolated Et12 for b = 0 collisions
for all systems, again as a function of available energy. The
normalization Et12(b = 0)/Ztot to the total system charge here
has no direct physical interpretation, but empirically we have
found that it leads to a near-universal scaling of the data which
collapse onto a linear dependence of the total transverse en-
ergy of LCP that would be achieved in head-on collisions as
a function of the c.m. energy. Again, it can be remarked that
data from campaigns in both GANIL and GSI (129Xe+124Sn:
Eproj ≥65 MeV/nucleon and 197Au+197Au) follow the same
systematic trends, including this time the 58Ni+197Au system;
on the other hand, here it is the 36Ar+KCl data which do not
follow the trend, in actual fact because the unscaled Et12 val-
ues for this system are almost identical to those for 36Ar+58Ni.

We know of no reason why the mean transverse energy of
light charged particles Et12 for b = 0 collisions should scale
in this way, over such a wide range of system sizes, asym-
metries, and bombarding energies. It is our opinion that this
result should be compared with the predictions of different
transport models in this energy range, for which it could pro-
vide a benchmark test.
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Figure 7. Mean reduced impact parameter 〈b/bmax〉 for central col-
lisions selected with a 10% (open symbols) or 1% (full symbols)
centrality cut using Et12, as a function of available center of mass
energy per nucleon, Ec.m./Atot. Dashed curves are to guide the eye.

E. System mass- and bombarding-energy dependence of mean
impact parameters of events selected with a high-Et12 cut

As we recalled in the introduction, it is a well-known fact
that when trying to select more and more central collisions
using high-NC or Et12 cuts, a large amount of impact param-
eter mixing occurs leading ultimately to a finite limit on the
true centrality of any selected sample of events. We can now
quantify this saturation by providing an estimate of 〈b〉 for
any selection of data, without relying on any specific model of
collisions. We present here the mean values of reduced impact
parameter for cuts corresponding to experimental centralities
cX < 10% or cX < 1% performed using the total transverse
energy of LCP, Et12. It should be noted that equivalent results
are found using the NC observable.

Figure 7 shows the mean value of b/bmax for the impact
parameter distributions we have reconstructed for all systems
and bombarding energies and for the two cuts, as a function of
the available center of mass energy of each reaction. The val-
ues of 〈b/bmax〉 can be seen to cluster around a near-universal
energy dependency for each cut, which appears to be indepen-
dent of system mass and entrance channel asymmetry. In each
case, 〈b/bmax〉 decreases with increasing center of mass en-
ergy. With the more restrictive cut of cX < 1%, the selectivity
of the cuts can be seen to increase significantly, especially for
the highest energies. Values of 0.35≥〈b/bmax〉≥ 0.24 are ob-
tained for the 10% centrality cut, and 0.29≥ 〈b/bmax〉 ≥ 0.14
with the 1% centrality cut.

It is instructive to compare these results with the predic-
tions of the sharp cut-off approximation (SCA) for the same
cuts (see the end of Sec. II C). The SCA would expect an
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System Eproj α γ θ Xmax Xmin χ2

[MeV/nucleon]

36Ar+KCl

32 0.95 1.25 0.20 14.1 3.7 13.2
40 0.98 1.46 0.23 15.6 4.2 6.5
52 0.88 1.40 0.22 17.6 4.0 8.2
74 0.89 1.60 0.21 19.8 4.3 10.2

36Ar+58Ni

32 1.37 1.12 0.25 14.8 2.5 85.4
40 1.23 1.14 0.27 16.8 2.6 46.4
52 1.07 1.17 0.28 19.1 2.7 53.5
63 0.99 1.19 0.29 20.6 2.7 28.1
74 0.95 1.21 0.27 22.4 3.8 43.8
84 0.96 1.24 0.27 23.2 3.8 25.8
95 0.98 1.28 0.27 24.1 3.9 56.3

58Ni+58Ni

32 1.24 1.19 0.28 16.3 3.7 55.4
52 0.97 1.15 0.30 21.6 3.8 14.0
63 0.92 1.16 0.28 24.1 3.8 5.9
74 0.81 1.17 0.27 25.8 3.7 4.2
82 0.96 1.45 0.29 26.4 4.6 8.1
90 0.93 1.40 0.28 27.4 4.2 38.2

58Ni+197Au

32 1.79 1.79 0.34 16.2 4.1 84.3
52 1.63 1.66 0.37 23.0 4.2 49.5
64 1.48 1.64 0.37 26.4 4.3 15.1
74 1.44 1.62 0.39 28.4 4.1 45.6
82 1.51 1.85 0.41 29.7 4.7 43.2

129Xe+natSn

25 1.26 0.95 0.32 19.6 2.8 63.5
32 1.24 1.08 0.34 24.0 3.2 40.3
39 1.18 1.17 0.34 28.4 3.5 55.1
45 1.14 1.23 0.34 31.2 3.8 56.5
50 1.14 1.35 0.34 34.1 4.0 36.6

129Xe+124Sn
65 1.09 1.40 0.36 38.4 2.9 2.0
80 1.11 1.50 0.34 42.5 3.1 1.5

100 1.18 1.64 0.38 45.2 3.5 2.7

197Au+197Au

40 1.23 1.27 0.42 35.5 2.1 30.1
60 1.22 1.62 0.45 47.8 1.2 68.1
80 1.24 1.61 0.45 54.9 2.8 16.9

100 1.26 1.64 0.49 58.5 3.1 52.0

Table II. Parameters of fits to total charged particle multiplicity dis-
tributions P(NC) for all datasets. See Sec. II B for meaning of pa-
rameters. χ2 is the reduced chi-square value of each fit.

energy-independent upper limit of bcut/bmax ≈ 0.3 for the
10% cut, or bcut/bmax = 0.1 with a 1% centrality cut. For
a geometric (triangular) impact parameter distribution, the
mean value is simply related to the cut-off by 〈bSCA〉= 2/3bcut,
therefore the mean values in Figure 7 should be compared to
〈bSCA/bmax〉 ≈ 0.1 in the case of the 10% centrality cut, and
〈bSCA/bmax〉 ≈ 0.07 for cX < 1%. It is clear that impact pa-
rameter estimation using the SCA for central collisions greatly
underestimates representative values of 〈b〉 for the selected
data samples. The method presented in this paper can charac-
terize data not only in terms of far more representative mean
values of b, but indeed provide an estimation of the actual im-
pact parameter distribution which could be used as input to a
transport model calculation.

System Eproj α γ θ Xmax Xmin χ2

[MeV/nucleon] [MeV] [MeV] [MeV]

36Ar+KCl

32 0.35 0.76 6.1 162 3 1.2
40 0.37 0.89 7.5 196 8 1.0
52 0.35 1.02 8.5 269 12 1.2
74 0.40 1.32 11.8 389 19 3.7

36Ar+58Ni

32 0.97 1.17 8.5 148 9 3.3
40 0.83 1.17 10.0 183 11 2.5
52 0.68 1.26 12.0 251 15 2.3
63 0.60 1.35 13.1 328 18 1.3
74 0.60 1.46 14.9 402 30 1.8
84 0.60 1.52 16.1 463 32 1.7
95 0.62 1.63 18.6 528 35 2.1

58Ni+58Ni

32 0.79 1.04 9.9 186 21 1.6
52 0.56 1.15 13.0 340 29 2.3
64 0.55 1.30 14.9 443 33 1.7
74 0.52 1.40 16.7 541 37 2.8
82 0.61 1.68 18.5 591 46 1.7
90 0.68 1.93 20.9 629 56 1.4

58Ni+197Au

32 1.41 1.71 12.8 223 32 6.7
52 1.08 1.45 17.2 391 36 6.1
64 0.93 1.50 18.8 521 39 3.8
74 0.92 1.63 21.6 630 44 4.8
82 0.92 1.74 23.3 716 48 5.8

129Xe+natSn

25 0.74 0.68 11.1 241 6 2.2
32 0.67 0.69 12.4 310 5 1.7
39 0.57 0.75 13.9 408 7 2.9
45 0.55 0.89 15.4 496 24 1.6
50 0.57 1.06 16.0 584 34 1.3

129Xe+124Sn
65 0.59 1.32 19.9 822 34 1.5
80 0.61 1.52 23.5 1071 41 2.0
100 0.62 1.65 26.8 1374 44 3.6

197Au+197Au

40 1.07 1.23 24.0 521 18 24.4
60 0.67 1.38 25.5 1089 5 24.6
80 0.62 1.47 26.6 1648 31 3.0
100 0.65 1.68 34.6 2054 55 4.4

Table III. Results of fits to total transverse LCP energy distributions
P(Et12) for all datasets. See Sec. II B for meaning of parameters. χ2

is the reduced chi-square value of each fit.

IV. CONCLUSIONS

One way to improve constraints on the nuclear equation of
state from comparisons between data on intermediate energy
heavy-ion collisions and transport model calculations is by
providing a model-independent estimation of the impact pa-
rameter distribution representative of any selected set of ex-
perimental data. To do so requires to explicitly take into ac-
count the fluctuations in the relationship between any observ-
able X and the impact parameter b, as first shown in [24, 25].
In this article we have shown how the method, first developed
for ultra-relativistic collisions, can be adapted and used in the
20–100 MeV/nucleon bombarding energy range. Notably, we
have proposed a new parametrization of the relationship be-
tween the mean value of an observable and the impact param-
eter whose parameters are simple to interpret in terms of the
shape of this relationship.

We have shown, using a complete simulation of 58Ni+58Ni
collisions at 52 MeV/nucleon measured by the INDRA array,
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calculated using the AMD transport model coupled with the
GEMINI++ statistical decay code, that the method is capable
of reconstructing the impact parameter distributions associ-
ated to experimental events taking account of secondary de-
cay and finite detector acceptance effects. In this example, the
impact parameter distributions for a set of experimental cuts
defined over the full range of centralities were correctly repro-
duced, and even for the most central cut for which the method
shows a slight underestimation of the actual impact parame-
ters, the estimated impact parameter distribution is far closer
to the truth than an estimation based on the commonly-used
sharp cut-off approximation. These calculations also indicate
that one of the major assumptions of the method, that the re-
duced variance of the observable is independent of centrality,
is a reasonable approximation, at least for the two observables
we have studied in this paper.

We then applied the approach to a very wide range of data
for different collisions measured with INDRA between 25
MeV/nucleon and 100 MeV/nucleon, where in each case the
data were recorded according to a “minimum-bias” trigger
based on a minimum number of fired telescopes over nearly
the full 4π solid angle around the target. Two commonly-
used observables have been employed, the total multiplicity
of charged products, NC, and the total transverse energy of
light charged particles with Z ≤ 2, Et12. Excellent fits to
the inclusive distributions P(X) of each observable have been
achieved for all collisions, even if for NC the failure to repro-
duce the distributions close to the minimum bias trigger (most
peripheral collisions) biases the apparent goodness-of-fit as
measured by reduced χ2 values.

The parameters determined by the fits allow to deduce the
joint probability distribution P(X ,cb) from which impact pa-
rameter distributions for any selection of data can be recon-
structed, or distributions of the observable for a given range
of b. The relative fluctuation of the joint probability distribu-
tions about the mean value of the observable for each b has
been shown to differ according to the observable, with the to-
tal multiplicity of charged products, NC, associated with sub-
Poissonian fluctuations (θ < 1), whereas the total transverse
energy of light charged particles, Et12, exhibits much larger
fluctuations (θ � 1), for all data studied in this article.

The asymptotic values of the mean values of both observ-
ables for b = 0 collisions can be extrapolated from the fit re-
sults, and may provide new constraints for transport model
calculations. We have shown, in particular, that the total trans-
verse energy of light charged particles has mean values for
head-on collisions which show a near-universal dependence
on the available energy in the center of mass of the collisions.
This result should be confronted with different microscopic
model predictions.

Finally, we have characterized the true centrality of a
commonly-used event selection employing high-Et12 cuts to
retain the “most central collisions”. The results are largely in-
dependent of total system mass and mass-asymmetry of the
entrance channel, each system showing very similar evolution
of the mean reduced impact parameter 〈b/bmax〉 as a function
of available energy for each centrality cut. The actual repre-
sentative mean values of reduced impact parameters for these

selections were shown to decrease with increasing bombard-
ing energy from 0.35 to 0.24 (for a 10% centrality cut), or
from 0.29 to 0.14 (for a 1% centrality cut), when the usual
sharp cut-off approximation (SCA) gives mean values of 0.2
or 0.07, respectively, for these two centrality cuts, indepen-
dently of the reaction bombarding energy. This overestima-
tion of the centrality of each data sample would skew com-
parison with any transport model by using the wrong impact
parameters as input. This is why we have tried to demonstrate
in this paper that a new, model-independent method for esti-
mating the impact parameter distributions of selected exper-
imental events is feasible and should be used whenever pos-
sible in order to improve the constraints that can be brought
on the description of nuclear dynamics and the nuclear equa-
tion of state by comparisons between experimental data and
microscopic transport model calculations.
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Appendix A: Inclusive impact parameter distributions for
INDRA data

In order to transform deduced centrality distributions
P(cb|S) into impact parameter distributions using Eq. 8 re-
quires to calculate the centrality for each impact parameter,
cb(b), (Eq. A3) and deduce the value of b0 from the (mea-
sured) total reaction cross-section by numerical inversion of
Eq. A2, assuming a typical value of ∆b≈ 0.4 fm.

1. Analytic expression for total cross-section

To calculate the total reaction cross-section for a given set
of parameters b0 and ∆b, we have, by definition,

σR =

ˆ
∞

0
2πb

[
1+ exp

(
b−b0

∆b

)]−1

db

and making the substitutions b = t∆b and b0 = x∆b we arrive
at

σR = 2π(∆b)2
ˆ

∞

0

t
1+ exp(t− x)

dt
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This definite integral is related to the complete Fermi-Dirac
integral

Fj(x) =
1

Γ( j+1)

ˆ
∞

0

t j

1+ exp(t− x)
dt (A1)

with j = 1, where Γ( j+1) is the gamma function, Γ( j+1) =
j! for integer j. In general the value of this integral is given
by a polylogarithm, Lis(z), specifically

Fj(x) =−Li j+1(−ex)

and in this particular case by the negative dilogarithm,
−Li2(−ex). Therefore we have for the final expression of the
total cross-section which normalizes correctly the probability
distribution of Eq. (12),

σR =−2π(∆b)2Li2

(
−exp

(
b0

∆b

))
(A2)

This expression can be used to find b0 for a given total cross-
section and width parameter ∆b, by numerical inversion [46].

2. Analytic expression for centrality

To calculate the centrality cb(b) we substitute Eq. (12) into
Eq. (2), and making the same substitutions as above (b = t∆b,
b0 = x∆b ) we find

cb(b) =
2π(∆b)2

σR

ˆ b/∆b

0

t ′

1+ exp(t ′− x)
dt ′

This definite integral can be calculated using the incomplete
Fermi-Dirac integral

Fj(a,x) =
1

Γ( j+1)

ˆ
∞

a

t j

1+ exp(t− x)
dt, a≥ 0

with a = b/∆b, and the complete Fermi-Dirac integral Fj(x)
of Eq. (A1):

ˆ a

0

t j

1+ exp(t− x)
dt = Γ( j+1) [Fj (x)−Fj (a,x)]

With j = 1, F1(x) = −Li2(−ex) as above, while the incom-
plete FD integral can be written (by integration by parts) as

F1(a,x) =
π2

6
− (a2− x2)

2
+a ln

(
1+ e(a−x)

)
+Li2

(
−e(a−x)

)
The final expression for the centrality is therefore

cb(b) =
2π(∆b)2

σR

[
−Li2

(
−exp

(
b0

∆b

))
− π2

6
+

(b2−b2
0)

2(∆b)2(A3)

− b
∆b

ln(1+ exp((b−b0)/∆b))−Li2
(
−e(b−b0)/∆b

)]
(A4)
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