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Synthese en francais

Le Modele Standard (SM) de la physique des particules est une théorie cohérente des par-
ticules élémentaires et de leurs interactions. Il décrit les interactions électromagnétique,
faible et forte dans une théorie de jauge uni ée. La force gravitationnelle beaucoup plus
faible n'est pas prise en compte par le SM.

Ses prédictions théoriques sont véri ées par de nombreuses expériences de haute preé-
cision depuis les années 1960. La derniére piece manquante a été trouvée en 2012, quand
les collaborations ATLAS et CMS ont annonceé la découverte d'un boson scalaire d'une
masse d'environ 125 GeV [1, 2].

Cette particule a été predite par le mécanisme Brout-Englert-Higgs qui explique l'ori-
gine des masses des particules élémentaires. Les bosons vecteurs d'interaction faible
(bosonsd\V et Z) obtiennent leur masse par leur interaction avec le champ de Higgs. Les
couplages de Yukawa des particules de matiére (fermions) déterminent leurs masses et
leurs forces d'interaction avec le boson de Higgs.

Néanmoins, le modéle standard n'a pas de réponse a plusieurs questions ouvertes
en physigue des particules. Il ne peut pas décrire I'asymétrie observée de la matiére
et de I'antimatiére dans l'univers. Il n'a pas non plus d'explication pour la matiere noire,
qui est prédite a partir d'observations cosmologiques. Les théories de grande uni ca-
tion (GUT), celle avec des particules partenaires supersymétriques (SUSY) ou avec des
champs de Higgs supplémentaires sont des extensions du SM qui peuvent résoudre de
tels problemes.

Les nouveaux modeles physiques sont limités par les expériences précédentes, en par-
ticulier a des échelles de masse allant jusqu'a quelques 100 GeV. Parce que le quark top
est le fermion du SM le plus lourd, la mesure de son couplage de Yukawa est d'un intérét
particulier.

Avec les collisions proton-proton produites entre 2010 et 2013 (Run 1) par le grand
collisionneur de hadrons (LHC) au CERN et enregistrées par le détecteur ATLAS, ce
couplage a été mesuré avec une précision de 15% [3]. La production du boson de Higgs
et ses modes de désintégration ou le quark top contribue aux boucles de particules ont
donc été étudiés mais indirectement. La nouvelle physique peut se manifester par des
boucles de particules supplémentaires dans cette mesure.

La production de boson de Higgs associé a une paire de quarksttbpseét le
meilleur moyen de faire cette mesure directe, parce que le couplage Yukawa du quark
top entre directement au niveau de I'arbre. Alors qu'au Run 1 du LHC cette mesure était
statistiquement limitée, avec les données produite entre 2015 et 2018 au Run 2, une aug-



mentation d'énergie du centre de mags_ade 8 TeV a 13 TeV et une luminosité intégrée
de 25fb * & 150fb *, sont attendues correspondant a une production de vingt fois plus
d'événementstH.

Cette thése de doctorat présente la recherche du sighdlns les états naux avec
au moins deux leptons, en utilisant 36,1¥e données du Run 2 enregistrées par le
détecteur ATLAS entre 2015 et 2016 [4]. Sept canaux sont catégorisés suivant le nombre
de leptons légers (= eou ) et de leptons taus en décomposition hadronigug)(1ls
sont illustrés dans la gure 0.1 (a gauche). La gure 0.1 (a droite) montre les fractions

N

Number of !nad

3! +1!hag 4

3!

3 4
Number of light leptons

Figure 0.1.: Classi cation des sept canaux d'analyse paret multiplicités de leptons
légers (a gauche) et fraction des désintégrations du boson de Higgs dans le
signalttH dans les régions du signal (a droite) [4].

du signal par modes de désintégration du boson de Higgs pour les di érentes régions du
signal (SRs).

Les canaux les plus signi catifs ont deux leptons Iégers avec la méme charge élec-
trique (2 SS) ou trois leptons légers’(3et aucun pog dans leur état nal avec 80% des
désintégrations du boson de Higggbosonsi |  WW).

Les leptons légers non-prompts provenant de la désintégration de Hadeors la
productiontt, qui a une section e cace 1600 fois plus grande que celle du signal, et
ceux des conversions de photons sont les principales sources de bruit de fond dans ces
canaux, suivis par la production de bosons vectoriels associés a une paire de quarks tops
(ttV), qui a des états naux similaires a ceux du sigtibl. Les propriétés cinématiques
sont exploitées pour distinguer le signal et le bruit de fond avec une analyse multivariée.

J'ai travaillé en particulier sur l'optimisation de la séparation dans le canda&ns
ce canal les événements avec exactement trois leptons légers reconstruits gfqzéro
sont sélectionnés. La somme des charges des leptons légers doil &oenme prévu
dans le processus de signal. Les leptons de méme chargé () sont choisis avec
des contraintes trés serrées etmn> 15 GeV. Le lepton de charge opposég) st
choisi avec des contraintes laches, isolé et qui passe les criteres de I'algorithme d'arbre
de décision forcé (BDT) non-direct (prompt), algorithme qui a été développé pour ré-
duire ce type de bruit de fond. Le bruit de fotid est réduit par un vetd, éliminant
les événements avec des paires de leptons de mémes saveurs et de charges opposées
(MSCO) avec une masse invariante dans une fenétre de 10 GeV autour de la masse du



bosonZ : jm("*" ) 91,2Ge\ > 10GeV. Les résonances de faible masse sont sup-
primées par I'exigence d'un minimum ae(" "~ ) > 12 GeV pour toutes les paires des
leptons MSCO. Le bruit de fond potentiel de! > | 49, ol un lepton a un
guantité de mouvement tres faible et n‘est pas reconstruit, est enleve en appliquant le veto
Z sur la masse invariante des trois leptop®(3’) 91,2Ge\ > 10GeV. Un BDT a
cing dimensions discrimine di érentes catégories de cibles par rapport a tous les autres
événements. Ces catégories cibles sont le siHaét les quatre processus de bruit de
fond de productiontW, ttZ, tt et dibosons\{V). Les variables les plus importantes pour
le BDT sont les multiplicités de jets et de jets étiquetés provenant d'un @bk quan-
titts de mouvement transverses des leptons et les distances angulaires des leptons aux
jets les plus proches ou a ceux étiquetés provenant d'un duark

Dans la classi cation standard [4], cing régions orthogonales sont créés pour les cing
catégories cibles. J'ai proposé dans cette thése une classi cation alternative avec deux
régions orthogonales. Dans la région de signal (SR appauvri€),eon oppose un
veto aux événements qui ont une paire de leptons MSCO avec une masse invariante
dejm("*" ) 91,2Ge\y 10GeV. Cette région a un rapport signal sur bruit de fond
d'environ 9,1%. La deuxieme région (CR enrichieBrsélectionne des événements qui
ont une paire de leptons MSCO avec une masse invariante dans une fenétre de 10 GeV
autour de la masse du bosd@nlLa gure 0.2 montre les distributions discriminantes
pour ces deux régions avant I'extraction des résultats. On observe un bon accord entre
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Figure 0.2.: Distributions discriminantes dans (a gauche) la région de signal appauvrie
enZ : ttH discriminant et (a droite) la région de contrble enrichieZen
(ttZ discriminant  VV discriminan} avant I'extraction des résultats.

les données et les prévisions. La di érence des BDTs utilisée dans la CR enrichie en



sépare bien le bruit de forttiZ a droite du bruit de fon&V a gauche.

Une analyse statistique est utilisée pour extraire la quantité de sighah comparant
le nombre d'événements de donnée observés par rapport a ceux attendu pour les bruits
de fonds et le signal dans le cadre du SM. La quantité mesurée est le rapport entre le
signal observeé et le signal attendy. Les incertitudes systématiques sont attribuées
a toutes les variables d'entrées et j'ai étudié leur impact sur les résultats de I'analyse.
Parce gqu'elles contribuent a di érents processus et canaux, une attention particuliere est
accordée a leurs corrélations dans la combinaison de tous les canaux.

Dans la classi cation alternative du canalla valeur mesurée est :

wn = 1377025 (stat) "oz (syst) = 1:377 545, (0.1)

compatible avec lI'espérance SM dg, = 1. La signi cation observéee (prévue) de cet
exces par rapport au bruit de fond attendu est de 2,06 (1,53) écarts-types. Les distribu-
tions apres I'extraction des résultats sontillustrées dans la gure 0.3. Un meilleur accord
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Figure 0.3.: Distributions discriminantes dans (a gauche) la région de signal appauvrie
enZ : ttH discriminant et (a droite) la région de contrble enrichieZen
(ttZ discriminant  VV discriminanj apres l'extraction des résultats. La
zone hachurée en bleu indigue les incertitudes systématiques totales y com-
pris l'incertitude observée suty.

entre les données observées et celles prédites est observe apres I'extraction des résultats
de l'ajustement de 4y et de toutes les parametres avec leurs incertitudes.

L'analyse présentée dans [4] n'inclut pas ce résultat de la classi cation alternative des
événements dans 3mais la classi cation standard des événements. La valeur observée
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de cette classi cation est :
wn = 1767 Go7 (stat) * 520 (syst) = 1:76° (%, (0.2)

avec une signi cation du signal observé (attendu) de 2,3348 ).

Alors que la classi cation standard vise a séparer simultanément le sigthat les
guatre processus de bruit de fondtl®, ttZ, VV ettt les uns des autres avec une grande
pureté dans chacune des cing régions, la classi cation alternative ne comporte que deux
régions et utilise ces discriminants comme séparateurs. Dans le cas d'une normalisation
ottante simultanément suitZ et ttW, la classi cation alternative donne de meilleurs
résultats dans la signi cation du signtéH, mais la force du signal mesuréi®V est peu
able, bien que compatible avec I'espérance d'un signal SM. Parce que la classi cation
standard inclut une région de contrble dédie&t® le . mesuré est plus raisonnable
dans ce cas.

Les deux classi cations ont des performances similaires. Un avantage de la classi ca-
tion alternative est qu'elle inclut I'espace de phase complet de la présélectioa Qui
est utile en cas de réinterprétation pour de nouvelles recherches physiques, e ectuées en
dehors de la collaboration ATLAS.

En combinaison avec les six autres canaux de lI'anatys¢ multilepton, une valeur
de:

wn = 1567 50 (stat) * o35 (syst) = 1:56 45 (0.3)

est observée avec une signi cation du signal observé (attendu) d€218.). Les incer-

titudes les plus importantes sont celles liées a la section e cace du didihz I'échelle

de I'énergie des jets et aux estimations du bruit de fond des leptons non-direct (dit non
prompt). La gure 0.4 montre les valeurs mesurées pour la productidgtHldans les

sept canaux individuels et la combinaison. Elles sont en accord entre elles et avec la pré-
diction du SM de 4y = 1. Les canaux 5SS et 3 sont les plus sensibles dans I'analyse

ttH ! multilepton.

Plusieurs autres recherches de la produdtidront été e ectuées par la collaboration
ATLAS. En combinant avec les résultats de recheréhés bba 36,1 b tetH ! et
H! zz! 4 a79,8fb!une section e cace de 670 90(stat) * 125 (syst) fb [5] a été
mesurée, ce qui est compatible avec la prédiction théorique du SM d€Z076]. Cela
correspond a une signi cation observée (attendue) de B ), ce qui est la premiere
observation, par ATLAS, de la productiondgl. Le couplage de Yukawa entre le boson
de Higgs et le quark top est mesuré ainsi avec une précision meilleure que 10%.

Bien que la production d&H ait été trouvée en accord avec les prédictions, la nouvelle
physique peut se cacher dans un espace de phase di érent. Les courants neutres, qui
changent de saveur (FCNC), ne sont pas autorisés dans le SM au premier niveau de
développement de la théorie, dit niveau de I'arbre. Par exemple, la désintégration du
qguark top en un boson de Higgs et un quark léger ( Hg) est fortement supprimée
par le mécanisme de GIM. Son rapport d'embranchement prédit é&ftde Hc)

3 10 ¥[7]. Un nouveau modeéle physique a deux doublets de Higgs (2HDM) ajoute un
champ de Higgs supplémentaire au SM et peut prédire des rapports d'embranchement de

11
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Figure 0.4.: Valeurs deyy mesurées dans les sept canaux individuels et la combinai-
son [4].

désintégrationt ! Hc d'environ 0,15% [7]. Les meilleures limites sur la recherche du
boson de Higgs se désintégrant en photbéhs () par la collaboration ATLAS sont
proches de cette valeur [8]. Dans cette thése de doctorat, une recherche avec'36.1 fb
de collisions proton-proton est décrite [9]. Les mémes canaB8s 2t 3 que dans la
recherche de productiditH sont utilisés, en exploitant les similitudes des états naux
pour les di érents signaux et les synergies des analyses. La productitiil dest ici
considérée comme un bruit de fond SM supplémentaire et une analyse multivariée est
mise en +uvre pour distinguer le signal FCNC des bruits de fond SM. Puisque moins de
guarks d'état nal sont attendus dans le signal FCNC que dans le sigthdlestimation
basée sur les données de bruit de fond des leptons non-prompt a été adaptée pour cette
analyse.

Les distribution des discriminants dans le cas de désintégtatiohic sont illustrées
par la gure 0.5 pour les deux régions du signat3 et 3. Parce que la valeur mesurée
deB(t! Hc)= 0,07 0,08% est négative, la contribution du sighal Hc n'est
pas quanti able dans les histogrammes. On observe un bon accord entre les données et
les prédictions. Dans les deux castde Hcett! Hula valeur mesurée est cohérente
avec I'hypothése d'absence de signal.

Les limites supérieures des rapports d'embranchement a 95% degré de con ance (CL)
sont calculées et présentées dans la gure 0.6. Pour la combinaidon ddu et de
t! Hoc, les limites supérieures sBrattendues sont de 0,15%. Des limites supérieures
attendues similaires ont été publiées dans la recherchée déiq avecH ! . Les
limites supérieures observées sont de 0,19% et 0,16%t pouru ett ! Hc, respecti-
vement. Ce sont les meilleures limites expérimentales, a ce jour, sur cette désintégration
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Figure 0.5.: Distributions discriminantes dans le cas de désintégtationHc pour (a
gauche) la région de signal &S et (a droite) la région de signal 8prés
I'extraction des résultats. La zone hachurée en bleu indique les incertitudes
systématiques totales y compris l'incertitude observé@gul Hc) [9].
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Figure 0.6.: 95% CL limites supérieures sur le rapport d'embranchement deHq
dans les canaux individuels et la combinaison [9].

de quark top avec changement de saveur.
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Apres le Run 2, le complexe d'accélérateurs du LHC et les expériences associées se-
ront lI'objet d'un ambitieux plan de mise a niveau pour fonctionner a une luminosité et
une énergie dans le centre de masse accrue au Run 3 et au-dela. Le remplacement du
systeme de déclenchement du calorimetre a Argon Liquide dATLAS introduira une gra-
nularité dix fois supérieure pour les informations envoyées au premier niveau de sélection
d'événements (trigger). Cela permettra de maintenir des seuils d'énergie de déclenche-
ment acceptable pour continuer a sélectionner au mieux les objets intéressants tout en
maintenant une bande passante de déclenchement limitée. La performance d'un systeme
de démonstration, en fonctionnement depuis 2015 au détecteur ATLAS, est étudiée et
présenté dans cette thése.

La mesure, par le démonstrateur du nouveau systeme de déclenchement, des impul-
sions électroniques envoyées par la carte d'étalonnage est illustrée sur la gure 0.7 (a
gauche) pour une super cellule du démonstrateur. Une bonne linéarité est observée jus-
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Figure 0.7.: Formes d'impulsions envoyées par le systeme d'étalonnage et lues par le
démonstrateur pour une super cellule a di érentes valeurs DAC (a gauche)
et niveau de bruit pour les di érentes super cellules (a droite) [10].

gu'a une certaine valeur ou la saturation analogique apparait. De plus, le niveau de bruit
de di érentes super cellules, illustré ala gure 0.7 (a droite), est bien inférieur a 1 ADC
et est en accord avec les mesures e ectuées sur banc d'essai.

Apres I'étalonnage réussi du systeme, les données recueillies par le démonstrateur lors
des collisions proton-proton ont pu étre analysées et comparées avec la lecture principale
du détecteur ATLAS. J'ai contribué a I'analyse en comparant les hauteurs d'impulsion
des données de collision initiales. La gure 0.8 montre un exemple de collision proton-
proton enregistrée en 2015. Un bon accord est observeé entre les deux types de lectures.
De plus, des gerbes de particules isolées et identi ées dans les événements lus par le
démonstrateur ont pu étre comparées avec succes aux mémes objets reconstitués a partir
de la lecture principale dATLAS. Plus tard, I'analyse a été améliorée en utilisant, pour
la mesure des énergies transverses des super cellules, la méme procédure de ltrage
optimal [11] que dans la reconstruction standard.

Une version améliorée de ce démonstrateur avec le prototype nal a été installée début

14



ATLAS Work in Progress LAr demonstrator (run 287232), layer 2 ATLAS Work in Progress ATLAS main (run 287224), layer 2
2.15

2.1

E;/GeV
E;/GeV

2.05

2

1.95

1.9

Figure 0.8.: Distribution des énergies transverses des super cellules du démonstrateur
pour un événement pris en 2015 avec des collisions proton-proton (a gauche)
et somme des énergies transverses des cellules LAr constituantes de la lec-
ture principal dATLAS (a droite). Les zones colorées indiquent les ré-
gions ou les électrons et les photons sont reconstruits sur la lecture principal
dATLAS.

2018 et ses élémemts sont en cours de test pour préparer l'installation complete sur le
détecteur en 2019-2020.

La mise a niveau Phase 2 prépare le LHC pour sa phase a haute luminosité, qui vise
une luminosité intégrée totale de 3000fta une énergie du centre de masse de 14 TeV.
Cela permettra d'améliorer la précision des mesures de couplage du boson de Higgs.
Jusqu'a présent, la nouvelle physique est restée cachée et n'a pas été encore trouvée,
mais les recherches futures pourraient le révéler. Une extrapolation préliminaire des ana-
lysesttH ! multileptonett ! Hqg! multilepton permet d'espérer une amélioration
d'un facteur deux de l'incertitude sur la section e cace et sur les limites des rapports
d'embranchement.
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Introduction

The Standard Model (SM) of particle physics is a coherent theory of the elementary
particles and their interactions. It describes the electromagnetic, weak and strong inter-
action, in a uni ed gauge theory. The much weaker gravitational force is not considered
by the SM. Its theoretical predictions are veri ed by many experiments with high preci-
sion since the 1960s. The last missing piece has been found in 2012, when the ATLAS
and CMS collaborations announced the discovery of a scalar boson with a mass of about
125GeV [1, 2].

This particle has been predicted by the Brout-Englert-Higgs mechanism, which ex-
plains the origin of masses of the elementary particles. The vector bosons of weak inter-
action W andZ bosons) obtain their mass due to interaction with the Higgs eld. The
Yukawa couplings of the matter particles (fermions) determine their masses and their
interaction strengths with the Higgs boson.

Nevertheless the Standard Model has no answers to several open questions in particle
physics. It cannot describe the observed asymmetry of matter and antimatter in the uni-
verse. It has also no explanation for dark matter, which is predicted from cosmological
observations. Theories with grand uni cation (GUT), supersymmetric particle partners
(SUSY) or additional Higgs elds are extensions of the SM that may solve such issues.

New physics models are constrained by previous experiments in particular at mass
scales up to few 100 GeV. Because the top quark is the heaviest SM fermion, the mea-
surement of its Yukawa coupling is of special interest. With the proton-proton collisions
in 2010 2013 (Run 1) of the Large Hadron Collider (LHC) this coupling has been mea-
sured with a precision of 15% [3]. Therefore Higgs boson production and decay modes
have been exploited, where the top quark contributes in particle loops. New physics can
manifest itself by additional particle loops in this indirect measurement. The associated
Higgs boson production with a pair of top quarkid) is the best way for the direct mea-
surement, because the top quark Yukawa coupling enters at tree-level. While in Run 1
of the LHC this measurement has[peen statistically limited, in 2015 2018 (Run 2) an
increase of the center-of-mass energyfrom 8 TeV to 13 TeV and of the integrated lu-
minosity from 25 fb ! to expected 150 fb* delivers more than twenty times more events
for thettH production.

This doctoral thesis presents the search fottiHesignal in nal states with at least two
leptons, using 36.1 fl of Run 2 data, recorded by the ATLAS detector in 2015 2016 [4].
Seven channels are categorised by the number of light leptens(r ) and hadron-
ically decaying tau leptons(,g). They aim for di erent Higgs boson decay modes and
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have di erent dominant background contributions. The most signi cant channels have
two light leptons with same electric charge §5) or three light leptons {(Band no paq

in their nal states with 80% of Higgs boson decayswbbosonsd !  WW). The
non-prompt light leptons frorh-hadron decays itt production, which has 1,600 times

the signal cross section, and those from photon conversions are the major background
sources in these channels, followed by associated vector boson production with a pair of
top quarks ttV), which has similar nal states as thtH signal. Kinematic properties

are exploited to distinguish the signal from the background events in a multivariate anal-
ysis. | worked in particular on the optimisation of the separation in thehannel. A
statistical analysis is used to extract the amounttdfsignal by comparing the observed
number of data events with the SM expectation for the backgrounds and the signal. Sys-
tematic uncertainties are assigned to all inputs and | studied their impact on the analysis
results. Because they contribute to di erent processes and channels, particular attention
is given to their correlation in the combination of all channels.

Flavour-changing neutral currents (FCNC) are not allowed in the SM at tree-level.
E.g. the decay of the top quark into the Higgs boson and a light up-type quark is strongly
suppressed by the GIM mechanism. Its predicted branching ratio i&@® ° [7]. The
new physics model of two Higgs doublets (2HDM) adds an additional Higgs eld to the
SM and can predict branching ratios for thé¢ Hc decay of about 0.15% [7]. The
best limits from the search in Higgs boson to photddAd () decay by the ATLAS
collaboration are close to that value [8]. In this doctoral thesis a search aiming for the
H! WWadecayin 36.1 fb! of proton-proton collisions is described [9]. The sam82
and 3 channels as in the search tbH production are used, exploiting the similarity
of the nal states in the di erent signals. Therefore ttiél production is considered as
an additional SM background and a multivariate analysis is implemented to distinguish
the FCNC signal from the SM backgrounds. Because less nal state quarks are expected
in the FCNC signal than in theH signal, | adapted the data-driven estimate of the
non-prompt light lepton estimate for this analysis.

After the Run 2 of the LHC the collider facilities and the experiments undergo an
ambitious upgrade plan to run with increased luminosity in Run 3 and beyond. The re-
placement of the ATLAS Liquid Argon Calorimeter readout will introduce a ten times
increase of granularity in the input to the rst level of event selection (trigger). This
allows to maintain low energy thresholds for interesting objects at limited trigger band-
width. The performance of a demonstrator system, running since 2015 at the ATLAS
detector, is presented.

This document is structured as follows: Chapter 1 introduces the theory of the SM,
the Higgs boson properties and FCNC in the SM and in new physics models. Chapter 2
contains a description of the ATLAS detector at the LHC and its performance of particle
reconstruction. Chapters 3 and 4 describe the searché&$if@roduction and avour-
changingt ! Hq decays, respectively. Chapter 5 contains an overview of foreseen
upgrades of the ATLAS Liquid Argon Calorimeter readout and performance studies on
the demonstrator system.
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1. Theory of Particle Physics

This chapter gives an overview of the theory of particle physics. Section 1.1 introduces
the Standard Model (SM), which is a gauge theory, explaining three of the four fun-
damental interactions. The principal of a gauge theory is described at the example of
electromagnetic interaction in section 1.1.1. It is expanded on the full electroweak inter-
action in section 1.1.2. This theory does not explain masses for the gauge bosons and
thus the Brout-Englert-Higgs mechanism is needed. It introduces a spontaneous sym-
metry breaking of the electroweak gauge symmetries and can explain particle masses. It
is described in section 1.1.3. A speci c kind of particles is interacting strongly, which

is theorised by an additional gauge symmetry group in section 1.1.4.

The Brout-Englert-Higgs mechanism does not only explain masses, but also intro-
duces a new scalar boson, called the Higgs boson. It has been discovered in 2012 and
this thesis presents a study of its interaction with the top quark. Therefore section 1.2.1
describes its properties of production and decay channels at hadron colliders and sec-
tion 1.2.2 its experimental discovery at the LHC experiments of ATLAS and CMS.

Despite the SM has been very successful in describing many phenomena observed in
the last decades, several unresolved questions remain. Some of them are summarised
in section 1.3.1. Section 1.3.2 describes the theory of avour-changing neutral currents
(FCNC) which are strongly suppressed in the SM, but can be enhanced up to discoverable
ranges in new physics models.

1.1. Standard Model

The Standard Model (SM) of particle physics, introduced inthe 1960s by S. Glashow [12],
A. Salam[13]and S. Weinberg [14], is very successful in describing the electromagnetic,
weak and strong interactions of the fundamental particles, summarised in gure 1.1 with
their properties of mass, charge and spin. It is build by three generations of matter con-
taining each two quarks and two leptons which have &piffermions). Each fermion
has a partner with opposite electric charge and same mass, which is called antiparticle.
Their interactions are mediated by the gauge bosons with spin 1.

It follows the principle of gauge invariance under certain local gauge transformations
in the symmetry group of

SUR)c  SUR)L. Uy (1.1)
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Figure 1.1.: Elementary particles in the Standard Model (derivative of [15]/public
domain).

where SU3)c and SY2), U(1)y represent the symmetry groups of strong and elec-
troweak interaction, respectively.

1.1.1. Gauge theory of electromagnetic interaction

Free fermions are described by the Dirac Lagrangian density
L= (i @ m) (1.2)

where is the wave function of the fermion represented in form of a Dirac spmas,
its particle mass and are the Dirac matrices ful lling the anticommutation relation
f ; g= + (, =0,1,2,3). For simplicity, natural units are chosen
with the velocity of lightc = 1 and the Planck constant= 1. The adjoint spinor is

= Y Owhere Y is the conjugate transpose

Under a 1) transformation of ! 0= e @ with a constant chargg and a
parameter the Lagrangian is invariant if is independent of the space-timéglobal
invariance). However if= ( x), the Lagrangian becomes not invariant because

LIL °=é% (i @ m)e™

The invariance under local gauge transformation can be introduced by the covariant
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derivativeD = @ + igA with a vector eld A , which is transforming a& !
A’ = A + @ . Then the Lagrangian becomes

L= (G D m = (i @ g A m (1.4)
and transforms under(), as

LIL °=€9 (i @ q A+g @ me™
=L g @ +q @ =L: (1.5)

Therefore, the Lagrangian in equation 1.4 describes the interaction of the vectér eld
with a fermion of chargg, and can be interpreted as electromagnetic interaction with a
massless photon J, represented by the vector el .

1.1.2. Electroweak interaction

In the 1950s 60s Lee, Yang and Wu observed parity violation in beta decays, which are
charged currentdecays@f ue ¢, where . is the anti-particle of the electron neutrino,
expressed via charge conjugation [16]. It has been shown, that only left-handed electrons
e_couple to left-handed neutrinog, in this process.

The left-handed SM fermions (neutrinbis charged leptonE, up-type quark&) and
down-type quark®) can be represented in doublets of(8)J by

N
LL: e ) k) )
E,L e!L L | L
U u (o t
QL= o = o y w0 (1.6)
D L d L SO L b L

where the down-type quarks are denoted with a prime because of avour mixing in the
quark sector, described by the Cabibbo-Kobayashi-Maskawa (CKM) mixing métrix

in 0o .1 0o 1

d°® d

BHLk=VvBsk: (1.7)
k° b

The right-handed components of the SM fermions can be represented as singlets

Lr= € R R;
Ur = Ugr; Cr; tr;
Dr = dr; Sr; br: (1.8)

Massless gauge eldgv? (a = 1, 2, 3) andB are introduced for S(2), and U1)y
symmetry groups, respectively. Similarly to the electromagnetic case described in the
previous section, the covariant derivative acting on left-handed doubleasd right-
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handed singletsy is
Y,
— + . j a+ - 0 L
D L @ + ig 2W ig 5 B L

D o= @+ig’2B & (1.9)

whereg andgP are the coupling constants of the @) and U1)y, respectivelyY, g
is the weak hypercharge for left-(right-)handed particles anare the Pauli matrices,
which are in nitesimal generators of the $2), :
| | |

1:2;;2:9 ';3:301: (1.10)
They act only on the weak isospin doublets and in the following return zero when applied
on right-handed singlets. The electroweak hypercharge is de ned as2(Q 1%
with the electric charg® and the third component of the weak isospfn which is
*1z (1) for the upper (lower) components of the left-handed doubletand O for
the right-handed singletsgz. Table 1.1 summarises the quantum numbers for left- and
right-handed fermions.

Table 1.1.: SM fermion quantum numbers of electric ch&gehird component of weak
isospinl* and electroweak hypercharye ) Right handed neutrinos do not
exist in the SM.

Left-handed fermions  Right-handed fermions
NN E. U D. Ny Er Urg Dg
Q O 1 = =B - 1 =3 =
17+ = + X - 0 0 0
Y 1 1 v v — 2t 3

The full Lagrangian of electroweak interaction can be expressed as

Lew = X i@ gEE‘Wa gozB ;L_Wa W2 iB B (1.11)
with eld strength tensors
B =@B @B (1.12)
and
W2 = @W8 @W?* g 3 WPWS (1.13)

where 4 is the Levi-Civita symbol which is 1 ( 1) for even (odd) permutations of
the indicesa, b andc and zero for repeated indices. The weak gauge elds of charged
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W bosons are a linear combination\af andW?:

Wt w2
= =P (1.14)
and the weak neutral eld of th& boson Z°) and the electromagnetic photon are ob-
tained by the rotation in space
! ! !

Z°  cos sin we
A~ sin  cos B (1.19)
with the Weinberg angle, which is de ned by
gsin = ¢°cos e (1.16)

with the electromagnetic couplirey In the electroweak Lagrangian in equation 1.11 the
last two terms correspond to the gauge boson self interaction and the ternvg3satid
B to the interaction of the fermions with the gauge bosons. The latter can be written as

LEaer= 2 Je W+ 3 53020 elA (1.17)
introducing the weak charged currelyt, the weak neutral curredf,; and the electro-
magnetic currend,, for the fermion interaction with th&/ bosons, th& boson and the
photon, respectively.

The currents can be derived using the electroweak hyperchérgedeft- and right-

handed fermions and the de nitions in equations 1.14 1.16. For quarks the currents
are

JCC:'OEUL DY, (1.18)
Je= 1 4siP UL U 2sif Ug Ug

1 Zsi D. D_+ Zsi” Dr Dgand (1.19)
Jm=3%U U iD D (1.20)

This leads to the following conclusions:

" In the weak charged current with the emission of a chaikyedoson the quark
alters between up- and down-type quark, which is a avour-changing interaction
(e.g.d! u+ W inthe decay of the hadron). Because of the avour mixing
in the quark sector, the generation can be changed, too. This explains CP violation
in neutral kaon decays, which have been seen for the rst time in 1964 [17].

~ Both the weak neutral and the electromagnetic current have only interaction terms
with same- avour quarks. This means, that neither transitions in avour nor in
generation are predicted by SM at tree-level for neutral currents.
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" The strength of the electromagnetic current scales with the electric charge of the
particles Qu = *=3, Qp = 1) as expected by the classical theory of electro-
magnetism. The charggntroduced in section 1.1.1 corresponds|te Q ewith
electric charge quantum numb@rand electromagnetic coupling strength

1.1.3. Spontaneous symmetry breaking and particle masses

The Lagrangian presented so far assumes massless particle elds, because explicit terms
for fermion masses like in equation 1.2 violate the chiral symmetry and gauge boson
mass terms violate the gauge symmetry. The Brout-Englert-Higgs mechanism [18 22]
solves this problem by introducing the (so called Higgs) scalar eld
! !
N 1 3t g4
= = — . ; 1.21
0 FFZ i, ( )

de ned a weak isospin doublet like for left-handed fermions with= + = for the

charged and* = 1= for the neutral complex scaler eld. The Lagrangian term associ-
ated to this scalar eld is

Luggs=(D YD V()= @+i gwW'+ g8 VO (122

where the rst term describes the kinetic energy of the eld and the second term is the
Higgs potential
_ 2 2,
V()= Yo+ - (1.23)
with parameters and 2. Only positive values of > 0 are allowed to provide a stable
global minimum. Figure 1.2 shows the Higgs potential for xedin dependency of the
real and imaginary parts of the neutral scalar efdd For values of 2 0 the minimum

Figure 1.2.: Higgs potentiaV( °) with > 0 as a function of real () and imagi-
nary ( ,) part of the neutral complex scalar eld for (left) 2 < 0 and
(right) 2= 0.
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0. At values of 2 < 0 the potential has a continuous

of the potentialisat; = »

minimum at s s
2 + 2 2 \V;
0 — 1 2 _ .
= = —; 1.24
5 Py (1.24)
de ning tBe_ vacuum expectation value (VEV) An arbitrary ground state can be chosen
at 1 = 2vand , = 0. Because this state is not invariant unde(3y U(1)y

transformation, the process of changing sign frofris called spontaneous symmetry
breaking. The expansion of the eld around the ground state can be expressed as
|

_ 1 3t g
_% v L+ (1.25)

with small perturbations; to the vacuum state. Then the Lagrangian becomes

13 Vai
L Higgs = 2. D D j+ ?(1)%+ T"‘ O(y1 2 3 4°: (1.26)
j=1

The second term of this expression corresponds to a mass term fqnilith a mass of

q
my = 22= v (1.27)

It can be interpreted as the physical eld of the Higgs bobbon ; with the massny.

The other three perturbations are massless elds, which can be associated to Goldstone
bosons. In gauge theory they can be removed by proper gauge choice. This transforma-
tion leads to masses of three of the vector bosons of electroweak interaction, the charged
W bosons and thg boson:

Y va my
my= Sim = o PP+ o= —:

: 1.28
2 2 cos ( )

The VEV is experimentally determined with a valuewof 246 GeV. Masses for the
charged fermions can be generated by additional, und€2)gU U(1)y transformation
invariant coupling terms of the Higgs eld and the fermion elds from equations 1.6
and 1.8. The corresponding Yukawa Lagrangian is

Lyakana= oL L2 5Q2 DR 49Qfi ., UL+ hec. (1.29)

with coupling matrices and generation indices b = 1, 2, 3. Here both the down- and
up-type quarks are given in their avour eigenstaf®s Dr andOr.

The Yukawa coupling matrix for leptons is diagonal and e.g. the term for electrons
with electron Yukawa couplinge L. becomes under expansion of the Higgs eld
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around the ground state in Higgs boson direction
! Pl
e

0
L vukawae = pj e € L v+ H erter O v+ H e ]

P%(eL (v+ H)ex+ ex(v+ H) &)

p%/ee p%eHe (1.30)

The rst term corresponds to the mass term for electrons with the rr@ssp%’ and the
second term can be interpreted as interaction of the Higgs boson with the fermion via
direct Yukawa coupling e.

In case of the quarks the complex mass matnioes= #% Y andm® = #%5 P for up-
and down-type quarks, respectively, are not diagonal. They can be diagonalised by the
transformations

VUmUVgY = diagm,; mg; my),
VPmPVRY = diag(my; mg; my) (1.31)

with four arbitrary matrice&”, V¥, VP andVR which transform avour to mass eigen-
stated), g = Vg0 randD, g = V2D rwith VYV = VRV = diag(1; 1; 1).
The CKM matrix, introduced in section 1.1.2 to explain avour mixing in the electroweak
charged currents, is then

V= Vv (1.32)

connecting the left-handed up-type with the left-handed down-type quarks.

Following the Higgs eld expansion around the ground state, the matri¢esd P
are diagonalised for the quark mass terms and the interaction terms with the Higgs boson
simultaneously, as shown here for the Yukawa Lagrangian of the up-type quarks,

U
L vukawau = %UE(V"‘ H) U|2+ h.c.
1 b
= 1+ TH Uf VW oy VR UL+ he.

1 :
- 1+ v|-| U2 (diag(my; m; my)) ,, UP

muu mMcCC mitt %uHu %ch %th (1.33)

with the quark Yukawa couplings, = qu. Because only terms with same- avour
guarks remain after the diagonalisation, avour-changing neutral currents involving the
Higgs boson are not allowed at tree-level.

The experimental discovery of neutrino oscillation requires masses for neutrinos which
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are not predicted by the classic minimal SM. The seesaw mechanism adds heavy right-
handed neutrinos with Majorana masg g 10" GeV at grand uni cation scale. With
a Dirac mass of e.gnp ~ 10? GeV for the coupling of left- and right-handed neutrinos

the left-handed neutrinos can have a Majorana massqf = % 10 2eV, which
is within the expected order of magnitude range. ’

1.1.4. Strong interaction

Quantum chromodynamics (QCD) is a gauge theory of3&Jcolour symmetry and
describes the strong interaction of the quarks and the massless gluons. Its Lagrangian
can be written

X . . 1
Locp = g i (@+igsG®Ty) me o ZGa G, (1.34)
f

whereg are the quark elds with avouf in colour 3-vectorsgys is the coupling strength
of the strong interactiorG? are the gauge elds for the eight gluors£ 1, ..., 8),T,
are the generators of the &)c group, e.g. represented by 33 Gell-Mann matrices
andG? are the eld strength tensors for the gluon-gluon self-interaction

G* = @G* @G® sf2G"G® (1.35)

wheref,, are the structure constants of the(8)¢ group with[Ty; Tp] = 2ifacTC.

The term for quark masses is usually included in the electroweak sector, namely in
the Yukawa Lagrangian in equation 1.29. The strong interaction is neither coupled to
the colourless leptons nor to the Higgs boson and the electroweak gauge bosons. The
SU(3)c is an unbroken symmetry and thus the gluons are massless.

The coupling constants = 2—5 is decreasing logarithmically with the energy scade
At low energiesy? | 0 or equivalently long distances the coupling constant diverges.
This behaviour forbids free single gluons or quarks and is called con nement. Due to
that, only hadrons can be observed in experiments, which are colour singlets, e.g. mesons
(91 Gro;) with electric charges of 1, 0 or+1 and baryons . GfojGrook). Heref, £°
andf ®are the quark avours anigj andk are the quark colours, which can be red, green
or blue.

1.2. Higgs Boson

1.2.1. Production and decay properties at hadron colliders

The Higgs boson production at the LHC is dominated by four modes which are gluon-
gluon fusion ¢gF), vector boson fusion (VBF), associated production witW ar Z

boson ¥H with V = W or Z) and associated production with a pair of top- or bottom-
quarks {tH or bbH). The leading order Feynman diagrams of these processes are shown
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in gure 1.3.

970000

————— H
974000
q—> > q%
W=
————— H t=b)- - - ---H
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P —> > 0 9 < t=b

Figure 1.3.: Leading order Feynman diagrams for Higgs boson production in (top left)
gluon-gluon fusion, (top right) associated production with a vector boson,
(bottom left) vector boson fusion and (bottom right) associated production
with pair of top- or bottom-quarks. The quark Yukawa coupling, entering in
the gluon-gluon fusion is marked with,. ThettH (bbH) production gives
direct access to the top (bottom) Yukawa couplirg,.

In the ggF the Higgs boson is produced via virtual quark loop where mainly the top
quark is contributing due to its highest Yukawa coupling With a cross section of
48.5pb at a center-of-mass energy of = 13 TeV for a Higgs boson mass of; =
125 GeV, it dominates the Higgs boson production mainly due to the large amount of
gluons in proton-proton collisions [6].

The second largest production mechanism is the VBF with a cross section of 3.78 pb,
where in leading order two vector bosons produced from incoming quarks fuse to the
Higgs boson [6]. This process is used to access the coupling between the Higgs boson
and the vector bosons.

The VH production with a cross section of 2.25 pb is the third largest contribution
to the Higgs boson production [6]. Because the Higgs boson is radiated from a vector
boson produced by fusion of a pair of quarks in the leading order tree-level contribution,
this process is also known as Higgs strahlung.

ThettH andbbH production have a smaller cross section of 507 fb and 486 b, respec-
tively [6]. The measurement of thieH production is the best way to directly unambigu-
ously determine the size of the coupling of the top quark to the Higgs boson. In the SM
thettH production cross section is in leading order proportional to the square of the top
Yukawa coupling uy /2.

The associated production modes with a single top and additional quiEks) or a
W boson {HW) have a negligible total cross section of about 80 fb [6].

Figures 1.4 (left) and (right) summarise the di erent production cross sections as a
function of center-of-mass energy and Higgs boson mass, respectively.
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Figure 1.4.: LHC Higgs boson production cross section (left) at Higgs bosonmass
125 GeV as a function of the center-of-mass energy and (right)sat
13 TeV as a function of the Higgs boson mass|[6].

The Higgs boson is unstable and decays at tree-level into pairs of fermions or vector
bosons. Figure 1.5 shows the leading order Feynman diagrams of the di erent decay
modes. The decays to a pair of photons or a photon &rsbson have loops &V bosons

Wt =z
f
H----- < H----- ﬁ

f W =2
=Z =Z 000009

f q

H----- H----- H----- 4

g

Figure 1.5.: Leading order Feynman diagrams for Higgs boson decay in (top left) a pair
of fermions, (top right) a pair of vector bosons, (bottom left and middle) a
pair of photons or a photon andadoson and (bottom right) a pair of gluons.
The fermion Yukawa coupling is marked with. In the case oH ! gg
only the quarks contribute in the loops.

or fermions at leading order and the decays to gluons are possible due to quark loops.
The decay branching ratios as a function of the Higgs boson mass are shown in g-
ure 1.6. Atimy = 125 GeV the leading decay mode is the decay to a pair of bottom-quarks
with a branching ratio of 58.1%, followed by the decaytbbosons with a branching
ratio of 21.5%. The most signi cant discovery channels of the Higgs boson have much
smaller branching ratios of 2.64% for the decay tbosons and 0.227% for the decay to
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a pair of photons. The decay to a pair of tau leptons has a branching ratio of 6.29% [6].
The Higgs boson decays to electrons or muons are strongly suppressed compared to the
decay to tau leptons, because of the much smaller Yukawa couplings, which scale linearly
with the particle mass.

1.2.2. Discovery at the LHC

In July 2012 the ATLAS and CMS experiments at the LHC announced the discovery of
a new particle with properties compatible with the SM Higgs boson [1, 2].

The search by the ATLAS collaboration is done in many Higgs boson decay channels
using proton-proton collisions at center-of-mass energies of 7 and 8 TeV with integrated
luminosities of 4.8 and 5.8 fl3 from 2011 and 2012 data taking, respectively. The decay
modes taZ bosons and to a pair of photons provide a clean signature in the detectors.

The search for thél ! ZZ decay proceeds through the lepto#idoson decays
leading to nal states with four leptons. Figure 1.7 (left) shows the distribution of the
invariant massesy: of four light leptons { = eor ) coming from the decay of twa
bosons. AsignaloH ! ZZ! 4 isfound at a signi cance maximising Higgs boson
mass of aboutny = 125.0 GeV with a local signi cance of 3.6 standard deviationk (
while 2.7 are expected.

TheH ! decays are identi ed by two energetic photons in the detector. The
distribution of the di-photon masa is given in gure 1.7 (right). The highest local
signi cance is observed aty = 126.5 GeV with 4.5 where 2.5 are expected.

In combination with all other searches for Higgs boson decay channels the largest ob-
served local signi cance of 5.9(4.9 expected) is found aty, = 1265  0:4 (stat.)
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Figure 1.7.: Higgs boson mass peak in the ATLAS discovery paper in the distribution of
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(right) di-photon invariant mass in the search foH ! [1].

0:4 (syst.) GeV. This corresponds to a global signi cance of Sofithe signal hypoth-
esis in the mass range of 110 GeViny < 600 GeV.

Similarly, the CMS experiment found a new boson at a massypf= 125.3
0.4(stat) 0.5(syst) GeV with a local signi cance of 5.0 (5.9 expected).

After its discovery the properties of this new particle have been investigated and found
to be consistent with SM prediction. The quantum numbers of $@ind parityP are
probed to bel® = 0" as expected for a SM Higgs boson [24, 25]. The ATLAS and
CMS measurements of the Higgs boson mass ilthe ZZ ! 4 andH !
channels with full LHC Run 1 data were combined, leading to a value,of 125.09
0.21 (stat.) 0.11 (syst.) GeV [26].

The di erent Higgs boson production and decay modes have been measured by the
ATLAS and CMS experiments. A typical parameter of interest is the signal strength
foraprocess! H+ x! f,denedas

i f
if i f — Bfi (136)
sm Bsw
which is the ratio of observed production cross sectiband branching rati®’ over
expected one by the SM. The production (decay) signal strength is denotéd.as
The measurements of the signal strengths of the production and decay modes per-
formed using the full LHC Run 1 data are shown in gure 1.8. In Run 1 combination,
both theggF and the VBF production as well as the deddys H! ZZH! WW
andH ! have been observed. Other production and decay modes have not been ob-
served with a signal signi cance 5 in Run 1, and are one of the goals of the Run 2
physics programme.
ThettH production cross section is in leading order proportionalt@and hence it
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Figure 1.8.: Signal strengths of the major Higgs boson (left) production and (right) decay
modes, measured in ATLAS, CMS and their combination in Run 1 [3].

can be used for a precise and direct measurement of the top quark Yukawa coupling.
Because the top quark with a mass of 173.0.4 GeV [27] is by far the heaviest SM
fermion, its Yukawa coupling is the only one close to unity. It enters in many Higgs
boson production and decay modes as indicated in the Feynman diagrams in gures 1.3
and 1.5, contributing mainly iggF andttH production ancH ! andH ! gg
decays. These production and decay modes provide a possibility to indirectly measure
the top quark Yukawa coupling and to compare the result with the direct measurement
in ttH production.

The observed signal strength of ttilel production in full Run 1 combination iy =
2.3"0:L with an observed (expected) signi cance of 4.@2.0 ). With the increase of
center-of-mass energy from 8 TeV (7 TeV) to 13 TeV at Run 2 of the LHCittHegoro-
duction cross section increases from 133 fb (89 fb) to 507 fb. Together with the increase
of luminosity from 20fb * at 8 TeV and 5fb* at 7 TeV to the amount of data recorded
by the ATLAS experiment during 2015 2016 proton-proton collisions of 36.1 the
expected number dtH events is six times the amount in Run 1. This makes it possi-
ble to use elaborate techniques to discriminatettHesignal from backgrounds in the
search, presented in chapter 3 of this doctoral thesis. Final states with multiple leptons
are examined, which mainly appear in Higgs boson decays to vector bosons and tau lep-
tons.
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1.3.

Beyond the Standard Model

1.3.1. Unresolved questions in the Standard Model

Although the SM is a very successful theory describing particle physics and being con-
rmed by various experiments, it has several unsolved questions:

A

Neutrino oscillations have been observed by various experiments and have their
origin in a mixture of avour and mass eigenstates. This requires masses for the
neutrinos, which are not predicted by the SM (see section 1.1.3).

Dark matter accounts for approximately 84% of the matter in the universe [28] and
is predicted by di erent cosmological observations. Because it has no signi cant
interaction with ordinary matter, it has not been observed directly, yet. Several new
physics models provide particle candidates, the most prominent are supersymmet-
ric models, where lightest stable particles are such candidates.

The matter-antimatter asymmetry describes the observed excess of matter over an-
timatter in the universe. Althoug@P-violation is predicted by the quark avour
mixing with the CKM matrix, the SM does not predict su cient lar@d-violation

to explain the asymmetry.

The naturalness problem is known as the fact of many arbitrary constants in the
SM. The fact of large di erences e.g. the top quark ha3tifies the mass of the
up quark is considered to be unnatural.

Grand Uni ed Theories (GUT) embed the three SM interactions of thE3gU

SU(2). U(1) into one larger gauge symmetry group of e.g.(SUor SQ10).

It can have one uni ed coupling constant at high scales at abdi§t @V, com-
bining strong, weak and electromagnetic forces. This can be achieved e.g. in the
Minimal Supersymmetric Standard Model (MSSM) by adding a minimum number
of additional supersymmetric partners to the SM particles.

Gravity is not explained in the SM. The ultimate goal is a theory of everything
(TOE), which fully consistently describes all forces of the GUT and the gravita-
tional force. Quantum gravity aims for a theory of gravity according to the princi-
ples of quantum eld theory.

Several new physics theories try to solve these problems and predict new particles or
changed interaction strengths, which might be discovered by particle physics experi-
ments. For instance, the study of avour-changing neutral currents (FCNC) in proton-
proton collisions can verify or exclude new physics models.
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1.3.2. Flavour-changing neutral currents

Weak charged currents change the avour of the interacting fermions as shown in sec-
tion 1.1.2 for quarks. In contrast, avour-changing neutral currents (FCNC) are not al-
lowed at tree-level by the SM, neither in the electroweak (section 1.1.2) nor in the Higgs
sector (section 1.1.3). However, higher order loop diagrams can introduce FCNC sig-
natures, as for instance top quark decays to a Higgs boson and a lighter up-type quark
(t ' Hgwith g = uorc), via charged currents in the loop. This is illustrated in a
Feynman diagram for this process in gure 1.9. The vertices of charged currents with a

Figure 1.9.: Feynman diagram for thé Hq decay in the SM with one loop.

W boson are proportional to the CKM matrix eleme¥itéequation 1.18). Because there
are two such vertices in the one loop diagram, the interaction terms are proportional to
the produc¥ipV,p, whereD can be any of the down-type quarks. Under the assumption
of equal masses of the down-type quatks andb the total interaction term becomes
proportional to

ViaVga + VisVgs + VoV (1.37)

which is zero because of the CKM matrix unitarity. Since the masses of the down-type
guarks are not equal, as given in gure 1.1, each term should in fact be multiplied by
factors dependent o=z, [29]. The theory of this suppression is known as GIM mech-
anism, named after Glashow, lliopoulos and Maiani [30].

The branching ratio of the! Hc decay in the SMis calculated to Be= 3 10 *°.
Thet! Hudecay is further suppressed by the ratio of CKM matrix elenmjgms,,j*
0:008 [7, 29]. The smallness of this SM branching ratio makes it unobservable to any
current and foreseen experiments. An observation would be a signature of new physics.
Indeed, several models predict an enhancement of several orders of magnitude in FCNC
top decay branching ratios, as illustrated in table 1.2. The largest branching ratio for the

Table 1.2.: Predicted branching ratios for FCNC Hq decays in the SM and several
new physics models [7, 31].
SM 2HDM  FP 2HDM QS MSSM  RPV RS
t! Hc 3 10® 2 10°3 10> 4 10° 10 ° 10 ° 10 4
t! Hu 2 10 6 10° - 4 10° 10 ° 10 ° —

t! Hcdecay is expected for a generic model with two Higgs doublets (2HDM).

34



2HDMs have an extended scalar sector including two complex scalar doublets [32].
After the breaking of the electroweak symmetry, this leads to two predicted CP-even
scalar Higgs bosortsandH, one CP-odd pseudo-scakaand two charged Higgs bosons
H . Six free parameters describe such models: four masses, my andmy ), the
ratio of the two VEVs (tan) and the mixing angle of the two neutral CP-even Higgs
bosons (). Dierent types of 2HDMs are classi ed according to the coupling of the
charged fermions to the Higgs doublets. In the Type-I and the Type-ll models the up-
and down-type quarks and the charged leptons couple only to one of the two doublets,
while in a generic Type-lll models all charged fermions couple to both doublets. Because
of discrete symmetries in the Type-l and Type-Il models only Type-Ill models can predict
FCNC at tree-level.

In the latter the two Higgs doublets can be rotated, such that only one has a VEV
and therefore generates the fermion masses like in the Yukawa Lagrangian in equa-
tion 1.29. The second Higgs doublet gives additional Yukawa Lagrangian terms with
neutral avour-changing couplings. For instance, the Lagrangian of the interaction be-
tween the up-type quarks and the second neutral HiggsHglis

~u u
L rencu = pa—gUSHSUg+ h.c.= piguangb (1.38)

where the matrix elements of = VU ~YVy” are arbitrary. The Cheng-Sher ansatz [33]

proposgs, that the avour-changing couplings are dependent on the fermion masses via
ab sz mam,, allowing for large FCNC couplings for top quarks, but suppressing

FCNC for light quarks to comply with existing experimental limits. This leads to an

expected branching ratio of thel Hc decay ofB(t ! Hc) 2 10 3, consistent

with the currently best observed 95% con dence level limiBgf ! Hc) < 222 10 2

in the ATLAS search wittH ! [8]. Thet! Hudecay is further suppressed by the

ratio of quark masses=m. and its branching ratioiB(t! Hu) 6 10 °[7, 34].

In avour-preserving 2HDMs (FP 2HDM) the additional charged and neutral Higgs
bosons can contribute in loops and signi cantly increase the branching ratios with re-
spect to the SM expectation. The! Hc decay branching ratio is expected to be
B(t! Hc) < 10 °inthese models [7, 35, 36].

Models with extra quark singlets (QS) can predict FCNC couplings at tree level, be-
cause of non-unitarity of the CKM matrix. Branching ratiogt ! Hq) < 4 10 °
are expected [7].

In the minimal supersymmetric standard model (MSSM) [37] and non-minimal super-
symmetric models with R parity violation (RPV) [38, 39] branching ratios are expected
of uptoB = 10 % and 10 ®, respectively. Top FCNCs are predicted at one loop involv-
ing supersymmetric particles like the supersymmetric partners of the top quark and the
gluon, the stop and the gluinos. The values for expected branching ratios are obtained
for stop and gluino masses of 1 TeV.

In models with warped extra dimensions, so called Randall-Sundrum models (RS) [40,
41], e.g. composite Higgs boson models with only one Higgs doublet, branching ratios
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of B(t! Hc) < 10 *are expected [42, 43].
Chapter 4 describes a search for avour-changing Hq decays in multileptonic
nal states in proton-proton collisions, recorded by the ATLAS detector.

1.4. Conclusion

The SMis a very powerful theory which successfully describes the interactions and fun-
damental particles of particle physics. The searchttidr production is an important

step towards validating this model. It has been shown, that the SM is not able to pre-
dict e.g. Dark Matter, neutrino masses or the matter-antimatter asymmetry. FCNC in
top quark decays are an interesting portal, because they can appear in many di erent
new physics models. The studies of such processes, presented in this doctoral thesis, are
using proton-proton collision data from the ATLAS experiment at the LHC. The next
chapter describes the detector and its performance of reconstructing the di erent SM
particles.
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2. The ATLAS detector at the LHC

The Large Hadron Collider (LHC) [44], located at the Swiss-French border near Geneva,
and the associated detectors, such as the ATLAS [45] and the CMS [46], have been de-
signed with the scienti c goal to con rm the Standard Model of particle physics (SM) by
precise cross-section and particle-property measurements and to search for new physics
beyond the SM. One of the main achievements was the discqyery of a new particle in
July 2012 (during Run 1 of the LHC at a center-of-mass energ@t 7 and 8 TeV)

with properties consistent of the predicted SM Higgs boson [1, 2].

The measurement of the Higgs boson couplings to the SM fermions is a particular
interest of the currently ongqgjng Run 2 data-taking of proton-proton collisionsat
13 TeV. Due to the increase ofs thettH cross section is about four times as big as in
Run 1 (see section 1.2.1). Because of the richness of the possible nal state objects, a
high-performance detector is needed, which can distinguish photons, electrons, muons,
tau leptons and jets from quark hadronisation from each other.

As part of the ATLAS collaboration the present searches in this doctoral thesis have
been done using proton-proton collision data recorded by the ATLAS detector. This
chapter mainly contains the description of its set-up and performance of object recon-
struction.

The LHC accelerator complex and physics programme is introduced in section 2.1.
Section 2.2 describes the ATLAS detector and its sub-detectors. Because many di er-
ent SM processes happen in proton-proton collisions, simulated events for signals and
backgrounds are compared to the observed events in data to extract the signal signi -
cance. The generation of these events is described in section 2.3. Both in observed and
simulated events the reconstruction of physics objects is an important ingredient to the
analysis. Section 2.4 presents the performance of this reconstruction in Run 2 data. It
includes the basic selection criteria of the physics objects, used in the searctiéks for
(chapter 3) and avour-changing! Hq (chapter 4) production.

2.1. Large Hadron Collider
The LHC is a 27 kilometres long cyclotron that accelerates protons up to 99.9999991%
of the light velocity. Two proton beams circulate in opposite directions and collide at the

centre of the four experiments CMS, LHCb, ATLAS and ALICE. The design center-of-
mass energy for proton-proton collisions is = 14 TeV and the current operation has
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reached3 s= 13 TeV. Apart from protons the LHC is also able to collide heavy ions at
a lower center-of-mass energy.

From 2010 to 2013 the rst run of the LHC provided a total integrated luminosity of
L = 25fb * for proton-proton collisions with a center-of-mass energy up to 8 TeV in the
experiments ATLAS and CMS.

After a break dedicated to several improvements of the detectors and the accelerator
the rst collisions at a center-of-mass energy of 13 TeV have been measured in May
2015. The goal for Run 2 is a total integrated luminosity of 153 fbThis results in a
signi cant increase in the available data samples for the measurement of particle physics
phenomena.

2.1.1. Accelerator complex

The accelerator complex is sketched in gure 2.1. The protons are extracted by ionisation

Figure 2.1.: CERN accelerator compléx CERN [47]).

of hydrogen atoms from hydrogen gas. The linear accelerator LINAC 2 accelerates the
protons to an energy of 50 MeV. The proton beam is then injected in the circular acceler-
ator Proton Synchrotron Booster (BOOSTER) where an energy of 1.4 GeV is obtained.
The protons are further sent to the Proton Synchrotron (PS) which is also able to accel-
erate ions coming from the LINAC 3 and LEIR (Low Energy lon Ring) pre-accelerators.
The protons leave the PS with an energy of 25 GeV and are accelerated to 450 GeV in
the Super Proton Synchrotron (SPS). The beam of protons is nally injected in the LHC
through two parallel rings in which the protons or ions circulate in opposite direction.
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The circulation is maintained by a complex of 1,232 superconducting dipole magnets
with lengths of 15 metres which bend the beams due to the Lorentz force with magnetic
elds of up to 8.3 Tesla. 392 superconducting quadrupole magnets with lengths of ve
to seven metres focus the beams. The acceleration of the two beams to an energy of
6.5 TeV is obtained by 8 superconducting radio frequency (RF) cavities in each direction

with oscillating electromagnetic elds at 400 MHz. The beam pipe is kept at a vacuum of
10 °to 10 ¥'mbar and the whole system of magnets is cooled to 1.9%7(.3 C) to
maintain superconductivity. A special insertion system of three quadrupole magnets is
used in front of the four collision points to squeeze the particles together. This decreases
the beam size by a factor of 12.5 from 0.2 millimetres down to 17 micrometres, which
increases the probability of particle collisions.

One proton beam in the LHC main ring consists of up to 2,808 bunches with about
10" protons each at the beginning of collisions. In Run 2 of the LHC the bunches are sep-
arated by 25 ns, which corresponds to a frequency of 40 MHz. The design and achieved
parameters during the two runs of the LHC are given in table 2.1. The luminosity quan-

Table 2.1.: Parameters of the proton-proton collisions at the LHC [48 50]. *) The
present searches do not use the 2017 data.

Run 1 Run 2

design 20101 201213 2015 2016 2017*
beam energy [TeV] 7 3.5 4 6.5
bunch spacing [ns] 25 50 25
maximum number of bunches 2,808 1,380 2,244 2,200 2,556
protons per bunchl0*] 1 1.3 1.5 1.15
peak luminosity 10®3cm ?s 1] 10 3.5 7.7 5.1 14 21
integrated luminosity [fb'] - 5.5 22.8 42 385 502
mean pile-up (ATLAS) - 9.1 21 134 25.1 37.8

ti es the rate of collisions in an experiment. The instantaneous luminosity is de ned
as
L = nlnznbfreVF (2.1)
4 4y
wheren; andn, are the numbers of protons for the colliding bunchgss the number
of bunches in the beantfi, is the LHC beam revolution frequendly, is a geometric
correction factor related to the crossing angle of the two bunches in the interaction point
and , and y are the transverse beam dispersions assuming a Gaussian pro le around
the beam axis.
. : : R . I

The integrated luminosity = L dt quanti es the amount of collision data collected
by an experiment. The number of events for a given physical procéssi& " where

is the cross section ardis the e ciency accounting for detector coverage, object
reconstruction, selection and trigger e ciencies.

The peak instantaneous luminosity of the LHC has exceeded the design luminosity
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by a factor of 2.1 in 2017. The total delivered integrated luminosity to the experiments
ATLAS and CMS in Run 2 is 93 fb*. The analysis presented in this thesis uses the data
from 2015 and 2016 with a delivered integrated luminosity of 43fdn the ATLAS
experiment a dataset with an integrated luminosity af 36.1fb * passes the quality
criteria chosen in the present analysis. The total integrated luminosity in dependence of
the time in Run 2 until 2017 is shown in gure 2.2 (left).
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Figure 2.2.: Run 2 (left) total integrated luminosity (2015 2017) and (right) mean
number of interactions per bunch crossing (2015 2016), measured by the
ATLAS experiment [50].

In one bunch crossing several proton-proton pairs can interact simultaneously. This is
guanti ed by the in-time pile-up

_ Lb el 2.2)

frev

with the instantaneous per-bunch luminogity the inelastic proton-proton scatter cross
section e = 80mb andf., = 11.245kHz al s = 13 TeV. The distribution of the
mean over all bunches i in 2015 and 2016 at the ATLAS experiment is shown in
gure 2.2F§right). The mean pile-up, measured by the ATLAS experiment during data-
taking at' s = 13 TeV in the years 2015 2016, is i = 23.7. Out-of-time pile-up
comes from interactions from bunch crossings prior or posterior to the analysed one.

2.1.2. Physics programme at the LHC

At the LHC patrticles collide in four di erent interaction points where the following ex-
periments are located:

" The ATLAS (a toroidal LHC apparatus) [45] is a detector for studying a variety
of particle physics phenomena in particle collisions at high energy. This includes
precision measurements of the SM, search for exotic particles which could be dark
matter candidates, extra dimensions, etc.
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" The CMS (compact muon solenoid) [46] detector targets a similar physics pro-
gramme as the ATLAS experiment. This allows to independently study the di er-
ent phenomena and compare the results.

The LHCb (LHC beauty) [51] detector studies CP violating phenomena in heavy
avour physics which indicate di erences between matter and antimatter. In order
to detect a maximum of beauty hadrons, it covers the small scattering angles and
is situated on one side of the collision point only.

The ALICE (a large ion collider experiment) [52] focuses on heavy ion collisions.
It measures the dynamics and e ects of strong interaction (QCD) of the quark-
gluon plasma at high energy densities, which appear in heavy ion collisions.

The TOTEM (total, elastic and di ractive cross-section measurement) [53] detec-
tors measure protons from collisions at very small angles. It is the longest exper-
iment at the LHC with a length of almost half a kilometre located in the forward
and backward regions of the CMS detector.

The LHCf (LHC forward) [54] experiment consists of two detectors at 140 metres
in forward and backward direction of the interaction point of the ATLAS exper-
iment measuring neutral particles at very small di usion angles. This helps to
constrain interaction models which describe high energy cosmic ray showers in
the atmosphere of the earth.

2.2. ATLAS detector

With its length of 46 metres, its diameter of 25 metres and its weight of 7,000 tonnes
the ATLAS is the largest particle detector at the LHC. It is located in a 100 metres deep
underground cavern. A schematic overview of the ATLAS detector is shownin gure 2.3.

It consists of several layers of detectors around the beams collision point. In the centre of
the experiment bunches of protons collide and produce particles which go through these
di erent detector layers. Each of these detectors is responsible for the measurement
of a specic kind of particles. This is sketched in gure 2.4. Charged particles are
bend by magnetic elds and their tracks are measured in the Inner Detector (ID). The
Electromagnetic (EM) Calorimeter measures the EM showers of electrons and photons.
Jets are showers of secondary particles, which are produced in hadronisation of quarks or
gluons. They are reconstructed as many tracks in the ID and signi cant energy deposits
in the EM and Hadronic Calorimeters. The muons are not stopped by the detectors and
interact with the detectors as minimum ionising particles (MIPs). Their momenta are
measured by the curvature of their tracks in magnetic elds using the ID and the muon
spectrometer (MS). Because of the weak interaction with matter the neutrinos are not
directly detectable. Their signature is a missing energy, which can be determined in the
plane transverse to the beam axis because of the hermetic closure of the ATLAS detector.
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Figure 2.3.: ATLAS detector with the collision point in the centre and the di erent de-
tectors around@® ATLAS Experiment, CERN).

The momenta of particles and energy deposits in the ATLAS detector are described by
coordinates in aright-handed coordinate system with the origin at the interaction pointin
the centre. Th& axis points to the centre of the LHC ring, thexis points upwards and
thez axis goes along the beam axis. Thg plane is de ned as the transverse plane. It
is convenient to use the azimuthal anglim the transverse plane and the pseudorapidity

which is de ned as
= Intan; (2.3)

with the polar angle between the positive-axis and the particle direction. For massive
objects like jets the rapidity

y=31In E*—g (2.4)

is used. Distancesr between two particles in the; ) plane are de ned as
q
r= 2+ 2 (2.5)

with the di erences in pseudorapidity and in azimuthal angle
The transverse momentupq of a particle is de ned by the projection of its momen-
tump on the transverse plane

pr = jpjsin (2.6)
using the polar angle.
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Figure 2.4.: Flow of dierent particles through the layers of the ATLAS detector
(© ATLAS Experiment, CERN).

In the following subsections the di erent sub-detectors of the ATLAS detector are
described.

2.2.1. Magnet system

Tracks of charged particles with a chamgare bend in a magnetic el due to the
Lorentz forceF = g(v  B) wherev is the velocity of the particle. The measurement

of curved tracks allows to measure the momentum of charged particles. The ATLAS
uses a system of superconducting magnet coils to provide strong magnetic elds mainly
perpendicular to the particle trajectories. It consists of a central solenoid magnet inside
the tile calorimeter with a magnetic eld of 2 Tesla parallel to the beam axis, surrounded
by toroid magnets as shown in gure 2.5 (left). The eight barrel and 16 end-cap toroids
provide a magnetic eld of 0.5 to 1 Tesla. Figure 2.5 (right) shows the barrel toroids
during installation.

2.2.2. Inner detector

The inner detector consists of three sub-detectors, the pixel detector, the semiconductor
tracker (SCT) and the transition radiation tracker (TRT) as shown in gure 2.6. Figure 2.7
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Figure 2.5.: ATLAS magnet system: (left) barrel and end-cap toroids in red and solenoid
windings inside the tile calorimeter, modelled in four layers of di erent ferro-
magnetic properties [45] and (right) barrel toroids as seen during installation
of the ATLAS (© CERN).

Figure 2.6.: ATLAS inner detector in the barrel region [55].

shows the detailed structure in a quarter view of the ATLAS in Run 1 of the LHC before
addition of the insertable B-layer (IBL). It measures the charge, the direction and the
momentum of charged particles with a pseudorapidity up to 2.5.

2.2.2.1. Pixel detector and insertable B-layer

The particles produced in the collision travel rstly through the pixel detectors. The
innermost layer, the so called IBL, has been added to the pixel detector before start of
Run 2 of the LHC. It is only 33.25 mm from the beam axis and consists of 224 modules
with a total of six million pixels which are readout independently. The pixel detector
consists of four cylindrical layers including the IBL in the barrel region and three disks
in each of the two end-caps. The detailed parameters are given in table 2.2. The original
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Figure 2.7.: ATLAS inner detector scheme [45].

Table 2.2.: Parameters of the ATLAS pixel detector. The pixel size and accuracy are

given forr zandr r for the barrel layers and end-cap disks respec-
tively.
position size modules pixels pixel size accuracy
[mm] [mm] [107] [ m7] [ m’]
IBL r= 332 jz < 332 224 6.0 50 250 8 40
B-layer r = 505 jzj < 4005 286 13.2 50 400 14 115
layer 1 r = 885 jzi < 4005 494 22.8 50 400 14 115
layer 2 r= 1225 jzj < 4005 676 31.2 50 400 14 115

disks jz1 = 495580650 888<r< 1496 6 48 13.2 50 400 14 115

pixel detector (without IBL) has in total 1,744 modules with about 80 million pixels.
The accuracy of the track position measurement is given per module and reaches down
to(r )= 8 mforthelBL.

2.2.2.2. Semiconductor tracker

The semiconductor tracker (SCT) consists of four cylindrical layers of silicon strips de-
tectors in the barrel region at radii of 299 514 millimetres and two end-caps with nine
planar disks each. It consists of 4,088 two-sided modules with 768 active microstrips on
each silicon wafer spaced by 8&h. Each strip is 12 centimetres long and is readout at
both sides. This leads to an track position measurement accuracy af L&rtical to

the strips and 580m in the parallel direction. In total about 6.3 million channels are
readout for the SCT. The detailed parameters are given in table 2.3.
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Table 2.3.: Parameters of the ATLAS semiconductor tracker. The strip size and track

position measurement accuracy are giverrfor zand ¢ r) for the
barrel layers and end-cap disks respectively.
position size modules strips  strip size accuracy
[mm] [mm] [10°] [ m] [ m’]
layers r = 299:::514 iz < 749 2112 1.6 80 12000 17 580

disks jzj = 854:::2;720 275<r < 560 1976 1.5 80 12000 17 580

2.2.2.3. Transition radiation tracker

The TRT is the outermost part of the inner detector. Its purpose is the precise measure-
ment of particle momenta at high radii and the identi cation of electrons. It consists of
about 300,000 drift tubes (straws) of four millimetres diameter with a gold-plated tung-
sten wire in the centre and lled with a gas mixture of 70% Xenon, 27% carbon dioxide
and 3% oxygen. The transition radiation material, surrounding the straws is polypropy-
lene bres. The amount of transition radiation is inverse proportional to the mass of the
passing particle. This allows to distinguish e.g. electrons from pions. The track position
measurement accuracy of the TRT is 130inr

2.2.3. Calorimeters

The ATLAS calorimeter system identi es charged and neutral particles and measures
their energies and positions. It consists of several calorimeters as shown in gure 2.8.
When a particle passes through a calorimeter it looses its energy by interaction with

Figure 2.8.: ATLAS calorimeter syster®(ATLAS Experiment, CERN).

the absorber material. Electrons and photons are measured in electromagnetic (EM)
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calorimeters. The quark and gluons emerging from the primary collisions give rise
to jets, composed predominantly of hadrons that are detected by both the EM and the
hadronic calorimeters. Because of limited bandwidth not all proton-proton collisions
can be recorded. An advanced trigger system uses coarse inputs from the calorimeters
(and the muon spectrometer) to the rst level of event selection (see section 2.2.5).

2.2.3.1. Liquid argon calorimeters

The Liquid Argon Calorimeter (LAr) plays a crucial role in the reconstruction of elec-
trons, photons, jets and missing transverse energy. Particles interact with the absorber
plates and create electromagnetic showers of electrons and photons. By ionisation of the
liquid argon electrons are liberated and are collected by the read-out electrodes with a
signal proportional to the energy of the primary particle.

The LAr Calorimeter is a sampling calorimeter with liquid argon as the active medium.

It is radiation-resistant and has a stable response over time. In the electromagnetic barrel
and end-caps (EMB and EMEC) it consists of accordion shaped lead absorbers and cop-
per/kapton electrodes, which provides a full coverage of the azimuthal angle space. The
barrel part covers a pseudorapidity rangg pK 1.475 and the two end-cap components
cover 1.375 j j< 3.2.

The hadronic end-caps (HEC) use copper absorbers and copper/kapton electrodes and
cover 1.5< j j < 3.2. The forward calorimeter (FCAL) extends the pseudorapidity
coverage to 3.k j j < 4.9. Its absorbers are made of copper in the electromagnetic
section and tungsten in the hadronic section.

Photon and electron momenta are measured precisely due to a ne granularity and
four separate layers, which is shown for a part of the EMBat0 in gure 2.9. E.g. in
the layer 1 (front layer) the strip cells have a granularity of = 0.025/8 0.1 for

< 1.4. This allows to distinguish isolated photons from collimated multiple photons
from neutral meson decays and is crucial in searches with nal state photons like in the
Higgs boson decay to a pair of photoris$ ( ). The typical energy resolution for
photons and electrons in the EMB is about 1 2% [45].

The LAr Calorimeter has atotal of 182,000 readout channels, collected in 1,600 front-
end boards (FEBSs), where the triangular ionisation signal pulses from the calorimeter
cells are ampli ed, shaped at three di erent gains for a big dynamic range and sampled
at 40 MHz. 200 readout driver boards (RODSs) at the back-end receive the digital signals
from the FEBs via optical links upon a level 1 trigger request. Additionally analog sums
are made up of cell signals over the di erent layers in the layer sum boards (LSBs). They
are combined in the tower builder boards (TBBs) with a course granularity of =
0:1 0:1 and used as input to the level 1 trigger system.

Upgrades of the LHC and its experiments are foreseen for 2019 2020 and beyond
to increase the statistics of proton-proton collisions. Chapter 5 describes the planned
upgrades for the LAr Calorimeter readout.
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Figure 2.9.: LAr Calorimeter cells in the barrel region with their granularities
in three of four layers. The pre-sampler in front of the front layer (layer 1)
is not shown [45].

2.2.3.2. Tile calorimeter

The tile calorimeter surrounds the electromagnetic calorimeter and measures the posi-
tions and energies of hadrons that are not fully stopped by the LAr Calorimeter. It uses
steel as absorber and plastic scintillator as active medium. It covers a regigprot.7

by a barrel and two extended barrels. It has about 10,000 readout channels. Its en-
ergy resolution, measured in test beam data, ranges from less than 14% for pions with
pr = 20 GeV to less than 7% for pions witly > 180 GeV [56].

2.2.4. Muon spectrometer

Muons are the only detectable known SM particles that can traverse all the calorimeter
absorbers. Their momenta and positions are measured in the Muon Spectrometer (MS)
which is the outer-most layer of the detector. Its four di erent sub-detectors and bending
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magnets are shown in gure 2.10. It uses the de ection of muon tracks by the super-

Figure 2.10.: Quarter of the ATLAS Muon Spectrometer in theplane (derivative
of [57]/CC BY 3.0).

conducting air-core toroid magnets. The large barrel toroids providing a bending power
of 1.5 to 5.5 Tm bend muons with @nj < 1.4. The end-cap magnets bend them for
1.6<jj< 2.7with1to7.5Tm. Inthe so called transition region of ¥4 j < 1.6

both magnets contribute to the bending.

The purpose of the Monitored Drift Tubes (MDTS) is the precise measurement of the
track curvature and momentum of muons with a pseudorapidityjof 2.7. It has a
total of 354,000 readout channels. Because of its limited counting rate of 150Hz/cm
and higher track multiplicities close to the beam axis, the inner-most layer of the end-
caps uses Cathode Strip Chambers (CSCs) in the region &f 2.p< 2.7. They have
counting rates up to 1,000 Hz/émand a better time resolution than the MDTs. The CSC
has 31,000 readout channels. The MDT (CSC) uses a gas mixture of 97% (80%) argon
and 3% (20%) carbon dioxide. The obtained accuracies arer3&nd 40 m in the
direction for MDTs and CSCs, respectively. A total of 385,000 channels is readout from
this sub-detectors for the track measurement.

Two more systems with a coarser granularity are used for a fast triggering of muon
tracks up tg j < 2.4. They provide additional information in theplane, where the
particle tracks are bend less. The Resistive Plate Chambers (RPCs) used in the barrel
region up tgj j < 1.05 have a timing resolution of 1.5ns, which is su cient small to
match tracks to the corresponding bunch crossing. They are lled with gas and consist of
parallel electrode plates in a distance of 2 mm, providing an electric eld of 4.9 kV/mm
which leads to the ampli cation of the ionising track signals. The Thin Gap Chambers
(TGCs) cover the range of 1.05< j j < 2.7 in the end-caps. They are multi-wire
proportional chambers with copper wires oriented perpendicular to carbon strips. They
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provide a timing resolution of 4ns. The RPCs and TGCs are readout by 373,000 and
318,000 channels respectively.
The parameters of the MS are summarised in table 2.4.

Table 2.4.: Parameters of the ATLAS muon spectrometer (at Run 2).

coverage resolution in number of
inj j -dir. -dir. t chambers channels
MDT < 2.7 35 m - - 1150 354,000
CSC [2.02.7 40 m 5mm 7ns 32 31,000

RPC <105 10mm 10mm 1.5ns 606 373,000
TGC [1.052.7 2-6mm 3-7mm 4ns 3588 318,000

2.2.5. Trigger system

The high instantaneous luminosity of the LHC and the limited bandwidth and storage
requires to quickly select and save only interesting collision events.

A two-step trigger system is used by the ATLAS data acquisition to collect up to 1,500
interesting collision events per second. The rstlevel trigger (L1) selects events based on
information from the calorimeters and the muon spectrometers with a limited bandwidth
of 100kHz and a xed latency of 2.5s. The information from the calorimeters is re-
duced at this step by summing signals from adjacent cells, yielding a coarser granularity
available for the L1 algorithms. Those algorithms search for particles with high trans-
verse momenta, large missing transverse endeg§y or large total transverse energy.
The decision criteria includ&y or pr thresholds and multiplicities of physics objects
like electrons, muons, jets and hadronically decaying tau leptag. (The L1 is based
on hardware: logical electronics perform the trigger decision with low latency.

The high level trigger (HLT) further decreases the event rate to about 600 1,500 Hz
using inputs from the whole detector with full granularity. 1t uses multivariate analysis
technigues and is implemented in a software framework running on a dedicated computer
farm. Its latency is about 0.2 seconds. In Run 1 the HLT was split in second level (L2)
trigger with a output event rate of 2 3kHz and an event Iter (EF) which made the nal
decision with a rate of 300 400 Hz, while for Run 2 the two levels were merged.

The HLT provides trigger streams which trigger on di erent event topologies designed
to collect classes of physics processes. The present analysis uses triggers with one or two
electrons or muons with di erent minimum transverse momenta.

2.3. Event simulation

The event simulation is an important ingredient to the measurement of the properties
of physics processes in proton-proton collisions. The Monte Carlo (MC) simulation
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uses theoretical and experimental predictions of probability density functions for physics
guantities in the generation of events from random numbers. To compare the prediction
of simulated events with observed data events, the detector response has to be modelled
with high precision. The reconstruction of the physics objects like tracks, calorimeter
clusters, etc. is done with the same reconstruction framework for both simulated and
data samples. It uses the digitised information of the hits or energy deposits in the sub-
detectors.

2.3.1. Event generation

The proton-proton collisions at the LHC involve physics processes at very di erent en-
ergy scales: the hard scattering involving the proton constituents, the parton showering
and the hadronisation up to stable particles, which then travel through the detectors. This
development is illustrated in gure 2.11.

Figure 2.11.: Event generation of a proton-proton collision event (derivative of [58]/CC
BY 4.0).

The event generators describe the following steps:

" The proton's constitution cannot be calculated by a perturbative QCD in the SM
with su cient precision. Therefore, the simulation of the momenta of the partons
uses parton distribution functions (PDFs), which are measured in deep-inelastic
scattering and hadron collider experiments. The PDFs used in the present anal-
ysis are NNPDF 2.3 LO [59], NNPDF 3.0 NLO [60], CTEQS6L1 [61, 62] and
CT10 [63].

~ The kinematic properties of the partons are then used in the matrix element (ME)
calculation, which evaluates the cross section of the parton hard-scattering process
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using a perturbative approach. The parton-level generators used in the present
analysis ardMadGraph5_aMC@NLO [64],Powheg-Box[65] and Sherpa [66
70].

The involved partons can radiate gluons and photons via QED and QCD. The repet-
itive process of parton radiation and gluon decays to other gluons or pairs of quarks
is the parton showering. Both initial state and nal state radiation (ISR and FSR)
change the event kinematics used in the ME calculation.

Because of the colour con nement the partons form colourless hadrons at non-per-
turbative energy scales, which is called hadronisation. The simulation of the hadro-
nisation and hadron decays relies on phenomenological models matched to data dis-
tributions of experimental measurements. The present analysifytaa [71,

72] andSherpa and Herwig++ [73] for the simulation of parton showering and
hadronisation.

The detailed list of samples used in the present searchésff@and avour-changing
t ! Hq production is given in appendix A.

2.3.2. Detector simulation

After the event generation the interaction of the stable particles with the ATLAS detector
material is simulated [74]. The full simulation uses Beant 4 package [75] with
implemented ATLAS detector geometry. Afterwards, the responses in the sub-detectors
are digitised. Some physics studies use fast simulation, designed to reproduce the main
features of the detector with su cient precision in a considerably shorter computation
time than for full simulation [76]. In this case the detector description is simpli ed
and the electromagnetic showers in the calorimeters are pre-simulated, which allows to
reduce the simulation time by a factor of more than ten.

The present search forH uses mainly full simulation samples, because high preci-
sion is necessary. Fast simulation samples are used for some templates of theoretical
uncertainties, which are obtained comparing alternative samples with di erent event
generators. Also the signal samples of the present search for new physics use the fast
simulation.

2.4. Event reconstruction
This section introduces the algorithms to reconstruct interaction vertices, particle tracks
and energy clusters in the calorimeters, which are used to identify physics objects as

electrons, photons, muons, jets, hadronically decaying tau leptons and missing transverse
momentum.

52



2.4.1. Tracks and vertices in the inner detector

Charged particle's trajectories close to the beam line are bent by the solenoid magnet
and measured in the ID. Particles wjth > 400 MeV and j < 2.5 are reconstructed
using a pattern recognition algorithm applied to the hits in the pixel detectors and the
rst layer of the SCT. The hits are used with space and timing information to form track
seeds, which are then extended using the whole SCT information. The track candidates
are then tted with global ? [77] and Kalman- Iter [78] techniques and quality cuts are
applied to reject fakes. Then they are extrapolated into the TRT and re- tted with the
information of the whole ID. Unused track segments in the TRT are extrapolated back
into the pixel detectors and the SCT for the improved measurement of secondary tracks
from long-living particle decays or photon conversions.

The parameters used to describe the track helices are illustrated in gure 2.12 (left).
The closest point of the track to the beam azigXis) is parametrised by the transverse

Figure 2.12.: (Left) parameters of the helix tracks in the inner detector [79] and (right)
number of reconstructed primary vertices in dependency of the mean num-
ber of interactions per bunch crossihgi from two highh i lls in
2017 [80].

impact parameter (IRJ,, which is the distance to the beam axis, and the longitudinal
IP z, which is the distance of the transverse planes of the closest point and the primary
vertex (PV) or the coordinate origin if the PV is not yet de ned. The anglesd
are the polar and azimuthal angles respectively. The ratio of charge over momentum
magnitude is also used in the algorithm.

Finally, primary and secondary vertices are calculated using the reconstructed tracks.
Because of the pile-up there are usually several PVs in an event. Figure 2.12 (right)
shows the number of reconstructed PVs as a functioh ofin two LHC lIs with
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hi =433andhi = 28.2. In the present analysis the actual PV is chosen by max-
imising the sum of squarga: of the associated tracks wity > 400 MeV.

The IP resolution is shown in gure 2.13 for tracks wjth < 0:2 as a function of the
trackpr. Its improvement from 2012 (Run 1) to 2015 (Run 2) comes mainly from the

Figure 2.13.: (Left) transverse and (right) longitudinal IP resolution in the inner detector
for tracks with 0.0< | j < 0.2 in dependency on the trapk, comparing
data from 2012 and 2015 (including the IBL) [81].

additional information provided by the IBL. The transverse (longitudinal) IP resolution
ranges from 150 (220)m at low trackpr to 20 (80) m at highpr.

2.4.2. Electrons and photons

The energy deposits in the EM calorimeters are the key ingredient in the measurement
of electrons and photons. Electrons leave curved tracks in the ID which distinguishes
them from photons. This section concentrates on electrons [82], because photons are
not considered in the present analysis. A schematic view of the electron path through
the ATLAS sub-detectors is shown in gure 2.14.

2.4.2.1. Electron and photon reconstruction

The reconstruction of both the electrons and the photons in the calorimeter uses seeds
from a clustering algorithm [83] in a sliding window with a size of 55 cells in units

of = 0.025 0.0245, corresponding to the cell size in the middle layer of the
EMB. In the barrel the EM clusters are build around the seeds in towers of sizé 3

for electrons and converted photons and 8 for unconverted photons. The bigger size

in for electrons and converted photons, which are actually produced pairs of electrons
and positrons, is due to the electron track bendingdlirection by the magnetic eld. In

the end-caps all EM clusters are build with a size of 5. The size of the EM clusters

is optimised to be large enough to contain most of the energy deposits and to reduce the
noise from too large cell numbers. The e ciency of the clustering increases with the
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Figure 2.14.: Electron path through the sub-detectors [82].

particle's transverse energiz{) from about 95% aEr = 7 GeV to more than 99% at
Er > 15GeV.

Tracks are seeded by pattern recognition from at least three hits in the pixel detectors
or SCT. The standard tracking algorithm, assuming a pion hypothesis for the energy loss
for the interaction with the detector material, is extended to allow bremsstrahlung with
an energy loss of up to 30% at each point of interaction. If the to pion hypothesis
fails, the extended electron hypothesis is used.

A loose matching of EM clusters to the obtained tracks in the ID uses the distance
of the extrapolated track and the cluster centre in the middle layer of the EM calorimeter.
If such a matching is found, the particles can be electrons or converted photons. An
optimised Gaussian Sum Filter-based model for bremsstrahlung [84] is used to re t the
electrons tracks and improve the precision on IPs. Finally, multivariate techniques are
used on simulated electrons to calibrate the energy of the clusters [85].

The electron reconstruction e ciency is de ned as the ratio of the number of recon-
structed electrons over the number of EM clusters. Itis measured in a sanZple e
decays foEr > 15GeVandl= ! eedecaysfor 7 Get Er <20 GeV using atag-and-
probe method [82]. Figure 2.15 shows the electron reconstruction e cien&ylin ee
decays in proton-proton collision data from 2017. It ranges from 98% forHewo
more than 99% foE; > 80 GeV. The crack region of the EM calorimeter with lower
reconstruction e ciency is excluded in the present analysis. The di erence of data to
MC simulation is taken into account as a weight on simulated events.
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Figure 2.15.: Electron reconstruction e ciency, measuredZirl eedecays of 2017
data, in dependency of (left) the transverse energy and (right) the pseudo-
rapidity [86].

2.4.2.2. Electron identi cation

The electron identi cation uses a likelihood-based (LH) technique to distinguish signal-
like electron candidates from jets or converted photons. It uses discriminant variables
from the EM cluster and track measurement information. In Run 2 the addition of the
IBL improves the discrimination of converted photons, which can have secondary indices
close to the beam axis. Three LH operation points are given for the electron identi cation
with increasing background rejection: loose, medium and tight.

The electron identi cation e ciency is measured with respect to reconstructed elec-
trons in the same way as the reconstruction e ciency. Its measurement in 2017 data is
shown in gure 2.16 for the three LH working points. The di erence of the data ver-
sus the MC simulation is mainly due to mis-modelling of electron showers in the EM
calorimeter by theéSeant 4 [75] simulation. In the analysis it is taken into account by
re-weighting the simulated events by the ratios of data over MC.

2.4.2.3. Electron isolation

To further suppress backgrounds from jets or electrons from hadron decays, a loose isola-
tion requirement with a at isolation e ciency of 98% in electron transverse endfgy
and pseudorapidity is used for most of the electrons in the present analysis. Two isolation
variables are used with a at isolation e ciency of 99% both. Figure 2.17 shows their
distributions for electrons frord ! eedecays at a tight identi cation working point.

The calorimetric isolation variable is the rafi§°"®%%E;, whereES"®0%is the sum of
all transverse energies of topological clusters in a conerof 0:2 around the electron
cluster excluding the region of = 0.125 0.175 around the electron. The
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Figure 2.16.: Electron identi cation e ciency, measuredan! eedecays of 2017 data,
in dependency of (left) the transverse energy and (right) the pseudorapid-
ity [86].

Figure 2.17.: Distributions of (left) the calorimetric and (right) the tracking isolation
variable for electrons id ! eedecays [82].

tracking isolation variable is the ratigf?°°"0-2E;, wherepya'©n¢9-2js the sum of all
transverse momenta of good-quality tracks, excluding the electron track, in a variable
cone size of r < min(0.2 10 Ge\=Ey).

2.4.3. Muons

Muons are the only detectable SM particles which travel through the whole detector.
Their reconstruction uses information from the ID, the MS and the calorimeters [87].
Because the present analysis uses only muonspwith 10 GeV and j < 2.5 [4], the
following description excludes muons in the very forward regiop pp 2.5.
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2.4.3.1. Muon reconstruction and identi cation

The muon trajectories are bent by the magnetic elds of the solenoid and the toroid
magnets. Their tracks in the ID and the MS are reconstructed independently and then
combined in a global t.

In the MS hit patterns of trajectories in each MDT and nearby RPCs and TGCs are used
to build segments from a tto a straight line. Inthe CSC a combinatorial search is used to
build the segments. MS muon tracks are reconstructed by a combinatorial search, using
atleast two segments from di erent layers, except for the barrel-end-cap transition region,
where one segment is su cient. A globaP t of all hits in the segments associated to
the track nds the best muon candidates.

These candidates from the MS are then used in a combined re- t using the tracks found
in the ID.

Because of the limited coverage of the MS§ gt < 0.1 the energy deposits in the
calorimeters are used here, according to the muon's minimume-ionisation.

To reduce the number of fake muons from pion or kaon decays, the muon identi ca-
tion uses quality cuts on di erences in MS and [ measurements, normalised of
the combined track t and several hit multiplicities in the ID sub-detectors. Muons are
identi ed at four di erent working points: loose, medium, tight and high-

Like for electrons, the muon reconstruction and identi cation e ciency is obtained by
a tag-and-probe method with! decays for muon'pr > 10GeV andl= !
decays for 5Ge\k pr < 15GeV. Figure 2.18 shows its distribution in proton-proton
collisions forZ ! decays in proton-proton collisions of 2016 in dependency of
pr and . The reconstruction e ciency is almost at at 99% fgr > 10 GeV and 0.1

Figure 2.18.: Muon reconstruction e ciency measured in 2016 data (left) in dependency
of transverse momentum for the medium identi cation working point with
j j> 0.1and (right) in dependency of the pseudorapidity for di erent iden-
ti cation working points withpy > 10 GeV fromZ ! decays [88].

< j J < 2.5. In the of limited MS coveragg ( < 0.1) the observed e ciency is about

96%. The di erences of data to MC simulation are at 1% level and the ratio is taken into
account in the present analysis as additional weights to the simulated events.
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2.4.3.2. Muon isolation

Like in the case of electrons cuts on two isolation variables, the calorimetric and the
tracking one, are used. Their distributions are shown in gure 2.19 for muons from
Z! decays.

Figure 2.19.: Distributions of (left) the calorimetric and (right) the tracking isolation
variable for muons iZ ! decays [87].

The calorimetric isolation variabE****"**%p; is the same as for electrons in a cone

of r < 0.2 around the muon track, but excluding here the self-contribution of the muon
ionisation in the calorimeter. Also the tracking isolation varighff¢°"¢*%p; is de ned

the same as for electrons, but for muons a maximum variable cone size of 0.3 instead of
0.2 is used.

2.4.4. Jets

Quarks and gluons hadronise into jets of collimated hadrons, a phenomenon explained in
QCD by the colour con nement. The signature of jets in the detector are energy clusters
in the calorimeters, partially associated with tracks in the ID concentrated in common
regions and .

The kinematics of a jet can give hints on the kinematics at the origin of the jet. A
dedicated algorithm searches for secondary vertices close to the beam axis corresponding
to decays of long-living hadrons, mostiyhadrons, that occur when the initial parton at
the origin of a jet is d&-quark. This so calleb-tagging algorithm is a key ingredient in
the present analysis.

2.4.4.1. Jet reconstruction

Jets are reconstructed [89, 90] by the &ptigorithm, where the geometrical distance

of two particles scales with a negative power of the transverse momedati@h, 92].

The present analysis uses the datilgorithm with a distance parameter®f 0.4 and
topological clusters [93] in the calorimeters with cell energies above the noise level as
input.
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2.4.4.2. Jet calibration

Figure 2.20 illustrates the several steps in the EM jet kinematics calibration [94] start-
ing from the sum of energy deposits in the calorimeters. Firstly the jet direction of the

Figure 2.20.: Steps of jet calibration.

topological clusters corrected to point back PV instead of the detector centre.

Then an area based pile-up subtraction [95, 96] follows using a mean event pile-up
density in and . The remaining dependency on thepetis corrected in dependency
of the number of PV$p, for the residual in-time pile-up anld i for the out-of-time
pile-up. The corrected jgi due to pile-up can be expressed as

PP = pfeter A (Ney 1) hi (2.7)

wherepg“steris the jetpr from the topological clusteA is the calculated jet area, and
and are the jet size dependent constants estimated from simulation, parametpsed in
andj j.

The absolute jet energy scale (JES) calibration corrects tipe patd direction to the
truth jet kinematics using simulated isolated jets.

Jets initiated by quark and gluons di er in there response by up to 8%. The global
sequential calibration reduces this e ect. Moreover, the procedure corrects fophigh
jets which are not fully stopped by the calorimeters. Therefore the jet energy is corrected
in ve sequential stages based on energy deposits in the calorimeters, number of tracks
associated to the jet, the size of the jet and the amount of activity in the MS behind the
jet.

The nal residual calibration uses in-situ technigues, based on the measurement of
physics processes with jets and additional reference objects like pha@tdasons or
other jets. The ratio of thpr of the probed jetirEt and thepr of the reference object
p'is compared in data to MC simulation. The di erence is applied as correction to the
reconstructed jets in data with the ratio

et__ref
Responsg;, — p]T = data. (2.8)
R .et: £ ’ ’
esponsge  prpf’ |
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whose distribution is shown in gure 2.21 (left) for jets in the barrel region pk 0.8
for 2016 data. Dijet events are used in theatercalibration of forward jets with j >

Figure 2.21.: Final residual in-situ jet energy calibration in 2016 data: (left) ratio of re-
sponse in data to MC simulation in dependenceoénd (right) relative
jet response in dependence gmmeasured with = 27 fb *and 24.8fb*
respectively [97].

0.8, to remove the residual dependence oihe relative jet response to the one in the
reference region dgf j < 0.8 is plotted in gure 2.21 (right) for 2016 data.

The total JES uncertainty combines all uncertainties on the JES calibration. Its depen-
dency onpr and is shown in gure 2.22 for 2016 data. Because the present analysis

Figure 2.22.: Relative jet energy scale uncertainty in dependency oftefity jets at
= 0 and (right) for jets atpr = 60GeV in 2016 data for unknown
avour composition [97].

considers nal states with high jet multiplicities, the JES uncertainty has a major impact

on the results. In the analysis the uncertainty on avour composition has been decorre-
lated for processes with di erent quark to gluon fractions in the origin of jets.
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2.4.4.3. Jet energy resolution

The precision of the jet energy is given by the jet energy resolution (JER), parametrised
as a function of the noise e edil, the stochastic e ect due to the sampling of the
calorimeters and the constant te@ia

pr N S
—=— p= C: (2.9)

Pr Pr Pr
Like the JES it is measured using data with reference objects as vector bosons or other
jets. It ranges from 20% at jgt = 25GeV to less than 10% at > 100 GeV. The
uncertainty on the JER is less than 2% for the selected jetspyith 25 GeV [94] and

has a non-negligible impact on the result of the present analysis.

2.4.4.4. |denti cation of jets from  b-hadrons

Jets originating fromb-quarks can be identi ed by using the long life-time of the
hadrons. Those have a high mass of about 5 GeV and relatively long mean decay
length of about = 500 m [27]. For instanceh-hadrons withpr = 50 GeV y about

Hti = ¢ = P& = 5mmin transverse projection before they decay, a distance that
is measurable given the resolution of the pixel detector. This feature is exploited by ana
algorithm based on a boosted decision tree (BDT). In the present analysis the so called
MV2c10 BDT algorithm is used, which has an improved performance compared to Run 1
taggers, mainly because of the addition of the IBL [98, 99]. It uses input variables from

" the likelihood-based IP3D algorithm exploiting the transverse and the longitudinal
IP signi cance,

" the secondary vertex (SV) nding, which is tting one inclusive SV inside the jet
and

"~ the t of the full b-hadron toc-hadron decay chain, reconstructing more than one
displaced vertex.

The distribution of the MVV2c10 BDT output for the signallsfets and the backgrounds
of jets fromc-hadrons€-jets) and light- avour jets from lighty, d or s) quarks or gluons
is shown in gure 2.23 (left). The background rejectionafets and light- avour jets
is given in gure 2.23 (right) as a function of thie-jet tagging e ciency, varied by
decreasing the cut value on the MV2c10 output. The rejection ratgeib is much
smaller than for light jets, becausehadrons have a similditi asb-hadrons, which
leads to a similar expected signature in the ID.

Four di erent working points are provided with xed cuts on the MV2c10 output,
which are summarised in table 2.5. The present analysis uses the working point with
70%b-tagging e ciency for the selection db-tagged jets, which provides a light- avour
rejection rate of 381. Additionally some of the channels use the MV2c10 output for se-
lected jets, binned in ve bins, as input to the event BDTs separating signal from back-
ground. This is possible due to the so called pseudo-continokb@gging calibration,
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Figure 2.23.: (Left) MV2c10 BDT output distribution fdo-jets (solid line), c-jets
(dashed line) and light- avour jets (dotted line) and (right) rejection of
c-jets (solid line) and light- avour jets (dashed line) in dependency-of
tagging e ciency in simulatedt events [99].

Table 2.5.b-tagging e ciency and background rejection rates at di erent cuts on the
MV2c10 BDT output in simulatett events [100]. .o denotes hadronically
decaying tau leptons, described in section 2.4.5.

cuton e ciency for jets background rejection rate of
MV2cl10 fromb-hadrons jets frone-hadrons light- avour jets 1aq
> 0.9349 60% 34 1538 184
> 0.8244 70% 12 381 55
> 0.6459 77% 6 134 22
> 0.1758 85% 3.1 33 8.2

which provides scale factors to weight simulated events according to the ratio of observed
over expecteth-tagging e ciency. The likelihood-based measurement of bhagging

e ciency and the scale factors are shown in gure 2.24 for the working point with 70%
b-tagging e ciency.

2.4.5. Hadronically decaying tau leptons

The tau leptons () are the heaviest leptons with a masswE 1.78 GeV and a mean
decay length ot = 87 m[27]. A tau lepton withpr = 50 GeV decays after a mean
transverse ight length oflti = 2.4 mm, which makes it di cult to be distinguished

from tracks produced by hadrons originating from the primary interaction. 35 % of the
tau leptons decay leptonically into light charged leptons (electrons or muons) and neu-
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Figure 2.24.. (Left)b-tagging e ciency in dependency of jepr in data and simula-
tion and (right)b-tagging scale factors for the working point with 70%
b-tagging e ciency in combined 2015 and 2016 data [99].

trinos and are reconstructed as light leptons. 65 % of the tau leptons are hadronically
decaying (hag) iNto mainly pions and a tau neutrino. Like the jet reconstruction, the
reconstruction of ,5q uses cluster information from the calorimeters and tracks in the
ID [101].

The nagdecay products include exactly one (three) charged pions in 72% (22%) of all
cases. Therefore, only candidates with one (three) charged associated tracks, called one-
(three-)prong candidates, are considered in the present analysis. Figure 2.25 shows, that
this selection has an e ciency of about 70% (65%) for one-(three-)prong candidates.
The degradation of e ciency for highpr three-prong candidates is explained by the

Figure 2.25.: (Left) number of reconstructed tracks and (right) e ciency for reconstruct-
ing one (three) tracks in dependencypgffor simulated true one-prong
(three-prong) nag candidates in dashed (solid) line [101].
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possible merging of highy tracks such that only two of three tracks are reconstructed.
The main background of jets is reduced by a BDT using variables describing the nar-
rower shower in the calorimeters and the SV from the tau lepton decay point. Itis trained
on simulated ! events for signal and dijet events from data for background. Three
working points of 54 identi cation of loose, medium and tight are used in the present
analysis with reconstruction and identi cation e ciencies of 60% (50%), 55% (40%)
and 45% (30%) respectively for the one-(three-)prong candidates [102]. The e ciencies
are measured in a tag-and-probe method in events where the tag is a leptoni-
cally decaying tau lepton into a muon and neutrino$ &nd the probed object is @aq-
Figure 2.26 shows the ratios of e ciencies observed in data over simulation, which are
applied in the analysis as scale factors in the event weights on simulated events.

Figure 2.26.: Scale factors in one- and three-prgggreconstruction and identi cation
e ciencies in 2015 dataZ ! hag decays [102].

A second BDT is used to reject electrons which are reconstructed as one-pfong
candidates with an e ciency of 95%. Candidates overlapping with muons with low
pr > 2GeV are removed. An important background §gy are jets fromb-hadrons
with a similar mean ight length and corresponding SV propertiggs candidates are
removed if they aré-tagged at 70%-tagging e ciency. The background of fakes from
pile-up collisions is reduced by the requirement, that thgcandidates need to originate
in the PV.
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2.4.6. Missing transverse momentum

The missing transverse momentuB{sd is the measurable signature of particles that
are not directly detectable by the ATLAS detector. The missing transverse momentum
is de ned as . X . X _

Efe= p' pk: (2.10)

i2f hard objectg j2f soft signalg
with the transverse momenta of selected hard objeatdeptons, jets and photons and
soft signalg from unused tracks from the PV without associated reconstructed objects.
The present analysis uses its absol @) and its azimuthal angle™ssin the input for
the multivariate analysis separating signal from background processes.
Figure 2.27 shows the resolutionxfndy component of th&™ssin dependency of

the scalar sum of transverse momenta of all objects, de ned as

X i X j
Er = ph o (2.11)
i2f hard objectg j2f soft signalg
and the number of PUNpy, measured ix ! events with at least one jetin 3.2 b

of 2015 data. The measuremen&gfssis dominated by uncertainties on the jet energies.

Figure 2.27.: The resolution of t&"sSin dependency of (left) the sum of the transverse
momenta of all objects (Er) and (right) the number of PV&Ey) in Z !
events with at least one jet in 2015 data [103].

As discussed in section 2.4.4, the JES uncertainty has a large contribution from pile-up
subtraction, which explains the increasee§f*s uncertainty withNpy,.
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2.4.7. Analysis framework

The collected data and simulated samples are distributed in several computing centres
and analysed using a conceptual model described in gure 2.28 in Run 2 [104]. In xAOD

Figure 2.28.: Data ow for ATLAS analysises with the xAOD framework [104].

(AOD for Analysis Object Data) all information of an event like occurring particles or
missing transverse energy are organised in classes.

Triggered events by the experiment or simulated events are rstly reconstructed using
Athena leading to generic XAOD les. A derivation reduction framework is then used
to build derived xAODs (DxAODSs) for di erent purposes of interest with removing un-
necessary information of the events. Because of the big physical size of the DxAOD
datasets used in the present analysis the PanDA (Production ANd Distributed Analysis)
framework [105] is used. A complete turnover includes about 500 tasks running in par-
allel on the grid. | have been responsible for the preparation of the inputs titHe
multilepton analysis team, starting from the DxAODSs.

2.5. Conclusion

The di erent experiments at the LHC have been very successful in collecting proton-
proton collisions in the Run 1 and the ongoing Run 2 of the LHC. The well-performing
LHC accelerator complex has accelerated proton beams to never before reached energies
in experiments of 6.5 TeV per proton. The ATLAS is a multipurpose detector at one of
the four interaction points of the LHC main ring. It has an excellent energy resolution for

di erent reconstructed objects as photons, electrons, muons, jets, hadronically decaying
tau leptons and missing transverse momentum. The searches described in the following
two chapters use data recorded by the ATLAS detector in 2015 2016.
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3. Search for the Higgs boson
production with a top quark pair in
multileptonic nal states

The physics process of associated Higgs boson production with a pair of top quarks
(ttH) allows to directly access the top Yukawa couplingThe value of this coupling is
predicted by the SM from top quark nqusand the vacuum expectation value (VEV)

v of the Higgs eld via the formula ; = % (section 1.1.3). Any signi cant deviation
from the SM value might be a hint for new physics.

The search for th&H process can use events with multileptonic nal states. Those
are nal states with at least two reconstructed leptons, namely light leptoas€ or

) or hadronically decaying tau leptons,{y), in the detector. They are targeting Higgs
bosondecaysdfl! WW,H! ZZandH'!

This chapter describes theH !  multilepton analysis of the ATLAS collaboration
B/ith a dataset of 2015 2016 proton-proton collisions with a center-of-mass energy of

s= 13TeV and an integrated luminosity bf= 36.1fb * [4].

ThettH searches prior to Run 2 are summarised in section 3.1, followed by an intro-
duction into searches fatH in multilepton nal states in section 3.2 at Run 2 with the
ATLAS experiment. Section 3.3 gives an overview of ttté signal properties and sam-
ples used in the presented analysis. Section 3.4 describes the basic event selection and
the criteria for reconstructed objects. The event classi cation and signal regions are pre-
sented in section 3.5. The focus lies on the most signi cant channels with two or'three
without 1, Studies on an alternative event classi cation in theBannel with similar
performance as the default one are also presentedttMranalysis has a variety of back-
grounds of same order as signal contribution. Their estimates and suppression methods
are elaborated in section 3.6. Section 3.7 develops the systematic uncertainties impact-
ing the sensitivity of the analysis. The statistical model and the results are described in
section 3.8. A special focus lies on the results with the alternatieéa3si cation. The
combination with other searches fitH at the ATLAS experiment is described in 3.9.
Finally, an outlook with extrapolation up to 3,000 fhof proton-proton collisions at a
high-luminosity LHC is discussed in section 3.10.
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3.1. Previous searches for ttH

Several experiments have searched for the associated Higgs boson production with a
top quark pair. A rst search fottH targetingH ! bb decays has been performed by
the CDF'ﬁoIIaboration with data from proton-antiproton collisions at a center-of-mass
energy of s= 1.96 TeV with an integrated luminosity &f= 9.45fb . For a Higgs
boson mass of 125 GeV an observed (expected) upper limit at 95% con dence level (CL)
of 20.5 (12.6) the SM expectation has been found [106].

Both the ATLAS and the CMS collaboration have exploredgﬁﬂz production in
proton-proton collisions at Run 1 of the LHC with= 25fb *and” s= 7 and 8 TeV.

They observed a signal strengthy, de ned as the measurdtH yield divided by the
prediction fromthe SMofywy = 1.8 0.8and ywy = 2.8 1.0, respectively [107, 108].

The combined measurement of Ruttdl searches at ATLAS and CMS igy = 2.3 82

with an observed (expected) signi cance of 4.4 (2.0) standard deviations for the excess
over the SM background hypothesis [3].

In the combined measurement of multileptonic nal states the ATLAS collaboration
found w4 = 2.1']73 corresponding to 1.8 (0.9 ) observed (expected) signi cance.
Five channels have been examined categorised by the number of light leptens (
or ) and hadronically decaying tau leptons,). Their measured best- t values of
the signal strengthsyy and 95% CL upper limits onyy are shown in gure 3.1. The

Figure 3.1.: Signal strengthyy (left) best- t values and (right) 95 % CL upper limits in
the combined and single channels of ttté |  multilepton analysis by the
ATLAS collaboration. In the 4channel the lower uncertainty is truncated
because w4 < 0.17 results in a negative expected total yield [109].

combined observed (expected) upper limitjs; < 4.7 (2.4) [109].

Other Higgs boson decays have been studied in deditdtesearches. Final states
with one lepton or two opposite charged leptons coming from top quark decays are tar-
geting theH ! bb decay and have been studied by the ATLAS [110] and the CMS
collaboration [111]. Although the branching ratio of tHe! decay is small its
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signature in the detectors is clean and has been studied by both the ATLAS [112] and
the CMS collaboration [108].

3.2. Run2 ttH ! multilepton analysis with ATLAS

The ATLAS collaboration has published preliminary results of tti¢ !  multilep-

ton analysis in 2016 for the ICHEP conference witte 13.2 fb * of proton-proton
collision data at Run 2 of the LHC at a center-of-mass eneré?/é)f: 13TeV. | have
contributed in the validation of prompt background estimates and the extraction of the
nal results. Data to prediction comparison in di erent validation regions (VRSs) is used
to trust the proper modelling of prompt backgrounds by Monte Carlo (MC) simulation.
In gure 3.2 some distributions are shown fiZ, WZ andttW VRs. They show good

Figure 3.2.: Validation region distributions of (left) invariant mass of opposite-charge,
same- avour leptons fottZ background, (middle) jet multiplicity fowwZ
background alN, gs 1 and (right) lepton avour in for thetW back-
ground [113].

data-prediction agreement, but the poor statistical precision limits the validation power.
Four categories have been combined in this analysis, summarised in table 3.1. The com-

Table 3.1.: Channels categorisation in ICHEP conference 2016 analysis.

light | had. tau| total light
leptons| leptons | lepton charge  jets b-tags
2'SS 2 0 2 5 1
2°SSH1 pag 2 1 2 4 1
3 3 - 1 3 (or4) 2 (or1)
4 4 - 0 2 1

bined best- t value of the signal strength was found to bg = 2.5* I3 with an observed
(expected) upper limit at 95% CL of 4.9 (2.3) [113].
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In 2015 and 2016 the ATLAS experiment collected a proton-proton collision data
sample c%rresponding to an integrated luminosity of 36.1fb ! at a center-of-mass
energy of s = 13TeV. The analysis performed using this new data sample and the
associated improvements are presented in the following.

Two kinds of backgrounds dominate tttél ! multilepton analysis:

" The irreducible backgrounds are the SM processes with a similar topology and
leptons originating in the hard scattering of the processes, so called prompt leptons.

" The reducible backgrounds have at least one fake, non-prompt or charge misrecon-
structed lepton. The channels wittqhave big contributions of fake,qqOriginat-
ing from light avour jets and mis-identi ed electrons.

The estimate and suppression of this backgrounds will be discussed in section 3.6.

3.3. Signal topology

Due to its modest cross section @f; = 507 fb [6], thettH production has much smaller
yields than other Higgs production modes such as gluon-gluon fusion, vector boson fu-
sion and associated production witaor Z boson. In thel = 36:1fb * of proton-
proton collisions 4 L = 18,300 signal events are expected, out of which about 5,600
events correspondtd ! WW,H! ZZandH ! decays. FOH! WWH! ZZ

andH ! decays about 5,600 events are expected. Tree-level Feynman diagrams for
thettH production with these Higgs boson decays are shown in gure 3.3.

Figure 3.3.: Tree-level Feynman diagramstib# production with (lef)yH ! WW=2Z
and (right)H ! decay [4].
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It should be noted that in about 58% thH events the Higgs boson decays into two
bottom quarks because of its high branching ratio [6]. A dedicated analysis has been
done for this signature with marytagged jets [114].

Due to detector coverage and various selection e ciencies for triggering, reconstruc-
tion and signal region event selection for background rejection, only about 1.6% of the
ttH ! multilepton events can be selected in the signal regions dfithé multilepton
analysis, described in the following sections.

For the dominant decay ¢ ! WW the further decay chain in the most signi cant
channels with two same-charged or three light leptons is

ttH! 2W2b+ H! 4W+ 2b! 2 + EPS+ 6 jets(2 fromb) or
I 3+ EMS+ 4 jets(2 fromb) (3.1)

where theW bosons are assumed to decay into a pair of quarks which hadronise or into
a charged lepton and a neutrino. If the Higgs boson decays to tau leptons the dominant
decay chain for the channels with two light leptons and one hadronically decaying tau
lepton (had) IS

ttH! 2W2b+ H! 2W2b2 | 2 + 1 poq+ EMSS+ 4jets(2 fromb)  (3.2)

with the poqcoming from the Higgs boson decay and one light lepton from the leptonic
decay of the second tau lepton and the other light lepton from the leptonic decay of a
W boson from a top quark decay.

The nominaltH signal samples are generated at next-to-leading-order (NLO) assum-
ing a Higgs boson mass of 125 GeV and a top quark mass of 172.5 GeV witheaithe
Graph5_aMC@NLO parton-level generatoPythia 8 parton shower. The event simu-
lation at the ATLAS experiment is described in section 2.3. A parton shower uncertainty
is estimated using an alternative sample given in appendix A. Uncertainties on the cross
section are 35% from QCD factorisation and 3:6% from PDFs and the strong cou-
pling constant. Les Houches event weights [115, 116] are used to estimate the shape
e ect of renormalisation and factorisation scales. | have been responsible for the proper
implementation of the samples and all systematic uncertainties in the extraction of the
results.

3.4. Basic event selection and object reconstruction and
identi cation

All ttH I multilepton analysis channels use the same basic event and object selection.
All events are required to have at least one reconstructed primary vertex (PV), based on
the track and vertex reconstruction, described in section 2.4.1. The actual PV is chosen
by maximising the sum of squared transverse momenta of the associated tracks with
pr > 400 MeV.
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A selected event has to be triggered by one of the lowest not pre-scaled HLT trigger
items with one or two light leptons, summarised in table 3.2. Because of the increase

Table 3.2.: Lowest not pre-scaled triggers and tpeithresholds, identi cation and iso-
lation criteria in thettH ! multilepton analysis. A "*' in the year column
denotes, that the trigger item was used in both years. Unlike in 2015, the
identi cation likelihood (LH) for electrons triggered in 2016 usesdaonfor-

mation.
trigger year prthresholds [GeV] identi cation (id.), isolation (iso.)
single-electron 2015 24 medium LH id.
2016 26 tight LH id.
* 60 medium LH id.
* 120 loose LH id.
single-muon 2015 20 loose iso.
2016 26 medium variable cone size iso.
* 50 -
di-electron 2015 12, 12 loose LH id.
2016 17, 17 very loose LH id.
di-muon 2015 18, 8 -
2016 22, 8 -
electron-muong; ] * 17, 14 loose LH id.e

of instantaneous luminosity and mean pile-up (compare table 2.1) the trigger items have
tighter selection in 2016 than in 2015 to maintain su cient low output event rate at
about 1 kHz. E.g. for the single-electron triggers the lowest leptas 24 GeV in 2015

and 26 GeV in 2016 data-taking. An event is rejected if no reconstructed light leptons
are found, matching one of the above trigger items wighq greater than the triggex
threshold+ 1 GeV. E.g. an event from 2016 data, selected by the di-muon trigger is only
accepted if there are two muons wiph > 23 GeV andpy > 9 GeV matched to the
regions of interest (ROIs) of the trigger item or if the matching is satis ed for another
trigger item.

Electron candidates) are classi ed using the information of energy clusters in the
electromagnetic (EM) calorimeter and associated reconstructed tracks in the inner de-
tector by applying a loose or tight likelihood identi cation. They are selected to be in
the region off qustel < 2.47 with the additional requirement of being not in the crack
region,j custe 2 [1.37 1.53. Only electron candidates with a transverse momentum
of pr > 10 GeV are chosen. For the IPs along the bezjnand transverse to the beam
(do) the requirements afig; sin j < 0.5 mm with the polar angle andd, signi cance
jdoj= ¢, < 5 where g, is the estimated uncertainty @. If two electron candidates
have a distance of r < 0:1, the one with lowepy is rejected [4].

Muon ( ) candidates are reconstructed using tracks from the ID, signatures in the MS
and energy deposits in the calorimeters. Loosely identi ed muon candidates are chosen
with a pseudorapidity gf j < 2.5 and a transverse momentunpef> 10 GeV. Similar
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cuts on the impact parameters and isolation variables like for electrons are applied to
reduce the contribution of fake muongg sin j < 0.5mm, anddyj= 4, < 3. Most
of the muon candidates are required to pass a loose isolation requirement with a at
isolation e ciency of 99% for both calorimetric and tracking isolation variable cuts.
Hadronically decaying tau leptons,{q) are reconstructed from energy clusters in the
hadronic and electromagnetic calorimeters. Allcandidates are required to hapse>
25GeV and | < 2.5, excluding the crack region of the EM calorimeter, and exactly
one or three associated charged tracks. To reject jet backgrounds a boosted decision tree
(BDT) with inputs from the calorimeter and tracking is usegdqcandidates are rejected
if they overlap with any selected electron or muon in a coneiok 0:2.
Jets are reconstructed applying an d&ptalgorithm withR = 0.4 using energy de-
posits in the calorimeters. They are selected itk 25GeV and | < 2.5. The num-
ber of pile-up jets is reduced by the requirement, that jets psitk 60 GeV and | <
2.4 have a high sum of trackiprj coming from the PV. This requirement, called the Jet
Vertex Tagger (JVT), has a selection e ciency of 92 % for jets from hard scattering of
the actual event. Jets are classi edatagged using a multivariate analysis technique
at a working point of 70%-tagging e ciency (see section 2.4.4.4 for details).
The leptons are classi ed using isolation requirements and other properties. This is
summarised intable 3.3. The BDTs used to suppress backgrounds of non-prompt leptons
and charge misassignment are described in section 3.6.

Table 3.3.: Loose (L), loose and isolated)loose, isolated and passing the non-prompt
BDT (L ), tight (T) and very tight (T) lepton classi cation [4].

3.5. Event classi cation and signal regions

The events are categorised in seven orthogonal channels by multiplicities of light leptons
(" = e, ) and hadronically decaying tau leptong,f). The leptonically decaying tau
leptons (jep) are not distinguishable from light leptons in the reconstruction. The seven
channels, summarised in gure 3.4, are

"~ two same-charge light leptons and ngq (2° SS);

" three light leptons and ng,yq (3°);
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Figure 3.4.: The classi cation of the seven analysis channels,hyand light lepton
multiplicities [4].

" four light leptons (3);
" one light lepton and two opposite-charggq (1 +2 had);
"~ two same-charge light leptons and ongy (2 SS+11,,9);

" two opposite-charge light leptons and oRg; (2 OS+1 ha9);

A

three light leptons and ong,q (3" +1 had).

All channels require at least ofretagged jet, since the top quarks from tie signal
decay intoW bosons and bottom quarks. In all channels, at least one lepton from Higgs
decays and one lepton from top decays are involved. To suppress backgrounds with low
jet multiplicities the basic cut on the number of jetdNgs 2. On top of that, the
2'SS and 2SS+11,4(2 OS+1 ,gand I+2 59 channels require at least 4 (3) jets. The
detailed event selection for all channels is described in table 3.4.
In total eight signal regions (SRs) are de ned with one SR per channel, apart from
the 4 channel, where Z-enriched and Z-depleted SR are de ned. Additionally, the
3" channel de nes four control regions (CRs) for the major backgrounds. In the statisti-
cal analysis the observed and predicted distributions of selected discriminants or single
event counts are compared with each other. The expected pre- tyields, distributions and
uncertainties correspond to the SM expectation wittHasignal strength of y = 1.
In the tprocedure the observed signal strength and adjustments of the systematic uncer-
tainties is obtained from a maximum-likelihood t. The expected post- t values include
these adjustments, which usually improve the agreement of observation and expectation.
This thesis dissertation concentrates on the two channels aflhe multilepton
analysis with highest sensitivity: the @S and the 3channel. The event selection in
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Table 3.4.: Event selection in the seven single channels [4].

these channels is described in detail in the following. Details for the other channels can
be found in [4].

3.5.1. 2°SS channel

Events with exactly two reconstructed loose light leptons with same electric charge and
zero nhagcandidates are selected in thes3 channel. To suppress the non-prompt light
lepton background frorb-hadron decays itt, single-top andW production or photon
conversions, the leptons are required to hape & 20 GeV and to ful | the very tight
selection. This includes cuts on the non-prompt light lepton BDT and on the charge
misassignment veto BDT, which will be described in section 3.6. The events in the
signal region are required to have at least 4 jets including exactly one di-tagged

jets.
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The dominant backgrounds ai®/ production and non-prompt light leptons. Two
independent BDTs are trained using TMVA [117] to discriminatetthesignal against
these backgrounds. The input variables to the BDTs are lepton properties like transverse
momenta of the leptons, jet abetagged jet multiplicities, angular distances between the
leptons and closest jets and the missing transverse mome#gti#f).( The nal BDT
output is the linear combination of the two BDTs with a maximised signal signi cance.
Its pre- tdistribution is shown in gure 3.5 (left) and data agrees well with the prediction.

Figure 3.5.: Pre-t distribution of discriminants in (left) 8S and (right) 3 SR. The
observed data events are compared to the pre- t yields of total background
and signal at expected,y = 1. The blue shaded area indicates the total
systematic uncertainty on the expectation.

3.5.2. 3" channel

The 3 channel selects events with exactly three reconstructed light leptons and zero
medium pygcandidates. The sum of light-lepton charges is required tolbas expected

in the signal process. The lepton with opposite charge is denoted as leptgn thd
lepton with the smaller angular distance tas called lepton 1) and the remaining

one (). The same-charge leptons @nd ;) are chosen to be very tight and to have

pr > 15GeV. The opposite-charge lepton)(is loose, isolated and passes the non-
prompt light-lepton BDT. ThétZ background is reduced byZveto, removing events

with same- avour opposite-charge (SFOC) lepton pairs with an invariant mass inside a
window of 10 GeV around th& boson massim("*"~ ) 91.2Ge\{ > 10GeV. Low
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mass resonances are suppressed by the requiring a minimm*of ) > 12 GeV for
all SFOC lepton pairs. Potential background frdmi > | " 49 where one
lepton has very low momentum and is not reconstructed, is removed by applying the
Z-veto on the three lepton invariant mags(3’) 91.2Ge\ > 10 GeV.

A ve-dimensional BDT using the XGBoost library [118] discriminates di erent tar-
get categories against all other events. These target categories #tid tignal and
the four background processesttdV, ttZ, tt and diboson production. The most impor-
tant input variables to the BDT are the jet dnthgged jet multiplicities, the transverse
momenta of the leptons and angular distances of leptons to closest fetagged jets.

3.5.2.1. Standard event classi cation

In the standard 3analysis, presented in [4], the ve binned BDTs are used in the clas-
si cation procedure with a probability density estimation method (PDE-Foam) [119] to
build orthogonal regions enhanced in the di erent target categories for the signal and
di erent background processes. The region targetingtHesignal is the signal region
(SR) and uses ve bins of thigH discriminant, which maximise the signal signi cance.

Its pre- t distribution is shown in gure 3.21 (right) and good agreement of data with
prediction is observed. The four other regions are used as single event-count control re-
gions (CRs). In the classi cation process, theveto is removed and then applied to the
ttH SR and thétW andtt CRs to suppress backgrounds witlbhosons. The data-driven
background estimate foris used in the classi cation, while simulated samples are used
in the BDT training.

3.5.2.2. Alternative event classi cation

Here | present my studies for an alternative categorisation of tohahnel with similar
performance as the standard event classi cation. It uses three of the ve BDTs. Two
orthogonal regions are de ned including or excluding possibleoson candidates.

The rst region is the so called-depleted SR fottH. In this region events are ve-
toed which have an opposite sign, same avour lepton pair with an invariant mass of
imC* ) 91.2Ge\ 10GeV. It has a signal over background ratio of about 9.1%.
In the extraction of results ( t) the shape of thi¢d event BDT weight against all other
backgrounds is used with an automatic binning applied with a total of seven bins, opti-
mising the signi cance.

The second region is the so call@denriched CR foittZ and diboson{V) back-
grounds where events are selected which have at least one pair of leptons ful lling the
requirementofm("*" ) 91.2Ge\ 10GeV. It has an overaltH signal over back-
ground ratio of about 1.3 %. Here the shape of the di erenaéb&ndVV BDT is used
in the taccording to the formulgttZ BDT VV BDT) with in total three bins.

In gure 3.6 the pre- t distribution of the discriminants are shown. A good agreement
of the observed events with the prediction is observed. IiZtdepleted SR the signal
is atly distributed over the BDT bins with enhanced signal over background ratio at the
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Figure 3.6.: Pre-t distribution of discriminants in (leftf-depleted signal region:
ttH discriminant and (right¥Z-enriched control region(ttZ discriminant
VV discriminanj. The blue shaded area indicates the total systematic, MC
and data-driven statistical uncertainties.

rightmost bins. The BDT di erence used in tiZeenriched CR separates well th&
background on the right from théV background on the left. Table 3.5 summarises the
expected (pre- t) yields in these two regions including full systematic uncertainties.

Table 3.5.: Pre- and post-t yields in alternative 3 with Z-depleted signal and-
enriched control region and xettV normalisation. The uncertainties in-
clude statistical and systematic uncertainties as well as the observed uncer-
tainties on yy in the post- t yields for thettH contribution.

Category Non-prompt  ttW ttZz Diboson Other  Total Bkgd. ttH Data
Pre- tyields

3 Z-dep. 126 31 43 6 41 5 20 11 24 5 253 33 23 3 258

3 Z-enr. 28 8 60 09 158 24 96 53 71 25 359 64 47 05 399
Post- t yields

3 Z-dep. 103 16 42 6 43 4 22 7 25 5 234 17 32 16 258

3 Z-enr. 25 6 60 08 166 19 108 30 80 25 385 24 64 33 399
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3.6. Backgrounds

In the following the backgrounds in the S and 3 channels are described. The details
for the other channels can be found in [4].

3.6.1. Irreducible backgrounds with prompt leptons

The main irreducible background sources are associ&tedZ boson production with

a top quark pairtfW, ttZ) and diboson production/). Those processes have similar
nal states as theétH signal. Their estimates rely on Monte Carlo (MC) simulation and
are validated in 3control regions (CRs), de ned by the standard classi cation, described
in section 3.5.2. In gure 3.7 the pre- t distribution of the jet multiplicity is shown for
both ttZ andttW CR. The distributions of observed and expected events agree well.

Figure 3.7.: Pre- t distribution of the jet multiplicity in the (left}Z and (right)ttW CR.
The blue shaded area indicates the total systematic and statistical uncertain-
ties [4].

Further rare backgrounds &WW, tH, tZ, four-top, triboson andVtZ production are
estimated from MC simulation, too.

To account for di erences in data and MC simulation each selected MC event gets a
weight applied, which is a product of following weights:

"~ pile-up re-weighting accounts for the di erence of the pile-up (average number of
simultaneous interactions per bunch crossing) distribution (see gure 2.2);
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" b-tagging weight accounts for the di erencelptagging e ciency and light- and
c-quark rejection for the selected jets in the event (see gure 2.24);

" lepton scale-factors account for di erences in trigger, identi cation, reconstruction
and isolation e ciency (see gures 2.15 2.17 for electrons, gures 2.18 and 2.19
for muons and gures 2.25 and 2.26);

~ JVT (jet-vertex-tagger) weight accounts for the di erences in the JVT e ciency
which is an algorithm to supress pile-up jets (see section 3.4).

3.6.2. Charge mismeasurement inthe 2SS channel

The events it with two true opposite sign leptons among which one is an electron of
misassigned charge enter mainly in th&3 SR. Their origin are hard bremsstrahlung
with a highpt photon, which decays asymmetrically in an electron-positron pait (

e I e e"e ) or wrongly measured track curvatures for highelectrons. The
contribution of muons with misassigned charge is negligible forptheange which is
used in this analysis.

The probability of charge misassignmenpis.iq is measured as a function of the elec-
tron's pr andj j using a sample af boson decays to two electrons. Its distribution is
shown in gure 3.8 (left) and it ranges from 5 10 ° for electrons at lowpr < 90 GeV
and lowj j < 0.6 to 10 2 at highpr > 130 GeV and high j > 2. These probabilities

Figure 3.8.: (Left) electron charge misassignment rates for di erent ranggs @f
dependency of j [4] and (right) distribution of invariant mass of same-
charge electron pairs with and without charge misassignment BDT cut ap-
plied [120].

are used to de ne the event weightgis.ig:

Dmis-id = mis-id (1 missid 2 * misid 21 mis-id,1) (3.3)
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with mis-igk the chosen charge misassignment probability in the correspopghingbin

for leptonk. Those weights are applied on the data events selected in8&&® 2R, but
reverting the same-charge requirement. The resulting yield constitutes the estimate of
the background contribution originating from charge mismeasured electrons.

The systematic uncertainty on,s.ig includes the statistical uncertainty of the sample
of Z! eeevents, the comparison between the measured rates and rates when using
truth matching inth& ! eeMC sample and the variations of the yield when the width
of the selection of invariant masses for théoson peak is varied. The resulting relative
systematic uncertainty is of about 30%.

To reduce the background of charge misassigned electrons a BDT discriminant is build
using the electron cluster-related variables and the track parameters as input. At the cho-
sen BDT cut with a 95% e ciency for electrons with correct charge, a rejection factor for
electrons with wrong charge of 17 is obtained. This is demonstrated in gure 3.8 (right),
where the distribution of the invariant mass of same-charge electrons is shown before
and after the BDT cut application in a signal region with two same-charge electrons of
a search for supersymmetry [120].

In the 2SS channel the electrons with misassigned charge contribute with133
events, corresponding to 7% of the total background.

3.6.3. Non-prompt light leptonsin 2 "SS and 3" channels

The reducible backgrounds have at least one fake, non-prompt or charge misreconstructed
lepton. Non-prompt light leptons originate mainly fradmihadron decays itt, single-top

andtW production or photon conversions. They are the dominant background source in
the 2SS, 2SS+1,gand 3 SRs.

To reject non-prompt leptons frobrhadron decays, dedicated lepton BDT discrimi-
nants for both electrons and muons have been developed achieving a rejection factor of
20 with high prompt lepton e ciencies. This so called "'non-prompt lepton BDT' uses
sensitive input variables such as the angular distance between leptons antggtsng
algorithm output, lepton isolation, number of tracks in the jet and ratio between lepton
pr and jetpr. The e ciencies for prompt leptons are measured in data u&irgpson
decays events. They are shown in gure 3.9. The di erence of data to MC prediction
are at most 10% at loyw (see ratio plots) and are taken into account in the lepton scale-
factors applied in the MC event weights for the irreducible backgrounds, described in
section 3.6.1.

The so called matrix method [121, 122] is used to obtain a fully data-driven estimate
of the fake-lepton background in the€S and the 3channel. The method uses probabil-
ities for loose leptons to be promfitor non-prompt's in event weights on-promp: The
background estimate is obtained by applying those weights on a selection of data events
with loose same-sign leptons instead of tight ones in the signal regions. The loose lep-
tons are de ned according to table 3.3, denoted as L, removing isolation and other tight
requirements.

The probabilities’, and"s are measured in the Zontrol regions (CRs), which have
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Figure 3.9.: The e ciencies for prompt leptons in dependency of the leptom data
and MC simulation for (left) muons and (right) electrons [4].

a close selection to the 8S SR. The CRs are de ned at lower jet multiplicities of 2
Nets 3 and are therefore orthogonal to the SR. The events in the CRs are required to
have one tight and one loose lepton with> 20 (15) GeV for 2SS (3) estimate. As
in the signal regions, events with,q are vetoed.
Using this CRs, the e ciencies needed for the matrix method are calculated as follows:

" The e ciency for loose prompt leptons to be tight is estimated from oppositely
charged opposite- avour events, which are dominatedthyecays. A tag-and-
probe method is used, where the tagged light lepton is a fighepton which is
trigger matched to one of the single-lepton triggers (see table 3.2). The probability

is de ned as . .
no_ Ndata Nnon-prompt (3 4)
" Nbga N '
data non-prompt

with number of events in data with tight (loose) probe lepigf). The number

of non-prompt background eventléréh?promptwith tight (loose) probe lepton is a
small contribution mostly coming frortt and single-top and therefore estimated
from MC simulation. A conservative uncertainty of 30% has been assigned to this
number. It is measured as a function of the legtpand its distribution is shown

in gure 3.10 (left). It shows an increasing dependency on the leptdmecause

the non-prompt leptons are softerpnthan the prompt leptons.

The e ciency for loose non-prompt leptons to be tightis done in a same-charge
opposite- avour CR for electrons and in a same-charge di-muon CR for muons. In
the electron case this takes advantage of the very low probability of a tight, trig-
ger matched muon to be non-prompt and additionally reduces the charge misas-
signment contribution compared to di-electron events. In the muon case opposite-
avour events are not suitable because in case of both leptons to be tight, the prob-
ability of non-prompt leptons becomes too small. Therefore di-muon events are
used in a tag-and-probe approach. In case of two trigger matched tight muons, the
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Figure 3.10.: E ciencies to be tight for loose (left) prompt leptons, (middle) non-prompt
electrons and (right) non-prompt muons. The error bars indicate the statis-
tical and the yellow bands indicate the total systematic uncertainties [4].

low-pr muon is chosen as the non-prompt lepton. The e ciency is de ned as

NT NT . NT
"= data q mis-id prompt (MC) (3.5)

- NL L L
Ndata Nq mis-id Nprompt(MC)

with number of events in data with tight (loose) probe Iemdgft). In the electron

case the charge misassignment (:ontribu‘tiéﬂxi)s_id needs to be subtracted. Its con-
tribution is estimated using the method described in section 3.6.2. The subtraction
of prompt backgroundslgr(oLn)1lot c) IS non-negligible for both electron and muon
case and their contribution is predicted from MC simulation. Systematic uncer-
tainties are assigned amongst others tatWWéand diboson subtraction which are
later correlated with the cross-section uncertainties on these background processes.
Additionally to binning inpr the"¢ are binned in the number tftagged jets for
electrons to account for di erent non-prompt lepton compositiolNg@tags = 1
andN, ags 2. In the case of muons an additional binning in angular distance
to the closest jet R.; reduces the dependency on the e ect of nearby jets. The
chosen binning is the best compromise between proper non-prompt modelling and
limited statistics in the control regions. The measured non-prompt e ciencies are
shown in gure 3.10 (middle) for electrons and (right) for muons.

In the matrix method the data events with loose lepton selection get an event weight
I non-prompt@Ssigned according to di erent categories. These categories are

" both leptons tightTT),

" leading lepton (irpr) tight and second lepton loose but not tight, denoted as, (
" subleading lepton (ipr) tight and other ( rst) lepton loose but not tight () and
" both leptons loose but not tight ).
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This is mapped to the categories of both leptons prompt (rr), leading lepton prompt and
subleading lepton non-prompt (rf), leading lepton non-prompt and subleading lepton
prompt (fr) and both leptons non-prompt () via a 44 matrix

O NTT l O n n n " 1] n n n 1 0 Nrr 1
nl r2 rl f;2 f;1 r2 f;1 f;2
TT n n n 1] 1] n n n f
N g — % rlr2 rl f;2 f;1 r2 f;1 f;2 § % Nr (3 6)
TT - n " " n noon n " fr .
N nl 2 r;l f;2 f;1 r2 f;1 f;2 N
NTT "r;lnr;2 IIr;1"f;2 "f;lnr;z "f;lnf;2

with the prompt and non-prompt e ciencie.x and" . for leading kK = 1) and sub-
leading k = 2) lepton. The complementary e ciencie$ s are the probabilities for
loose prompt (non-prompt) leptons to be not tight. They are related to the prompt (non-
prompt) e ciencies by";sy = 1 "). To obtain the number of events with two tight
leptons among which least one is non-prompt the matrix needs to be inverted:

0 1 10 T 1
Nrr r1 r2 "r;luf;Z IIf;lnr;2 IIf;1"f;2 N
% Nrf % rl r2 "r;luf;z IIf;l"r;2 IIf;1"f;2 § % NTT g (3 7)
Nfr rl r2 "r;lnf;z IIf;lnr;2 IIf;lnf;z NTT l
r1 r2 "r;lnf;z IIf;lnr;2 IIf;lnf;z NTT

and plugged into the formula
NTT N_:‘_fT_I_ N + NTT Ir;]_"f;ZNrf + "r;2"f;1Nfr + "f;]_"f;zN : (38)

This leads to rather complicated expressions for the event weights. The weights are then
applied to all events with loose instead of tight leptons in th®2and 3 signal and
control regions. The estimate for & only treating the two same-charge leptons of the

nal state. Simulation shows, that the opposite-charge leptonis in 97% prompt and hence
it is assumed to be always prompt.

Because the non-prompt electron origin is substantially more likely to come from
photon conversions in the SRs than in the non-prompt e ciency CRs, this contribution is
treated with a dedicated extrapolation factor estimated from simulation. A conservative
uncertainty of 40% is assigned to thisconversion fraction.

To validate the matrix-method a closure test is done on simutaents, comparing
the results from matrix-method with the prediction from simulation. The di erence has
been found to be less than 20% and is treated as systematic uncertainty.

The estimate of the non-prompt lepton background is validated $& 2/alidation
regions, which are shown in gure 3.11. Good modelling is observed for both muons
and electrons.

The estimated total yield of non-prompt lepton background is 23D (126 31)
which corresponds to 48% (49%) of the total background in 1843 Z-depleted) SR.
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Figure 3.11.: Validation of matrix method estimate of non-prompt lepton background in
2'SS validation regions with low jet multiplicity 2 Nes 3 for (left)
muons and (right) electrons [4].

3.6.4. Background composition in signal and control regions

Figure 3.12 shows the background composition for the alternative event classi cation
in the 3 channel. The background composition fortall ! multilepton channels is

Figure 3.12.: Pre-t background composition in the (left)3-depleted SR and (right)
3" Z-enriched CR of the alternative &vent classi cation.

shown in gure 3.13.

The SRs of the two most signi cant channelsSE and 3 are dominated by the con-
tribution of non-prompt light lepton background, while in this background plays a
minor role. In the regions with,,q the background of fake,;g dominates.
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Figure 3.13.: Pre- t background composition in signal and control regions [4].

3.7. Systematic uncertainties

In table 3.6 all sources of systematic uncertainties are summarised. Three groups of
systematic uncertainties are considered. They are included in the t of data events to ex-
pectation in discriminant distributions through the so-called nuisance parameters (NPs)
allowing for changes in the normalisation and the shape of these discriminant distribu-
tions. The NPs can therefore be of type normalisation-only (N), shape-only (S) or com-
bined shape and normalisation (SN). The normalisation of an uncertainty has an impact
on the total event yield of a signal or background sample. An uncertainty which is a ect-
ing the shape of a discriminating distribution is taken into account by the corresponding
variation of input histograms in the t.

The experimental systematic uncertainties include an normalisation-only uncertainty
related to the integrated luminosity the full 2015 and 2016 dataset2f %. This un-
certainty is estimated from a calibration using ¥agbeam-separation scans performed
in August 2015 and May 2016 with the method described in [123]. The pile-up reweight-
ing uncertainty accounts for possible di erences in the pile-up pro le between data and
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Table 3.6.: Sources of systematic uncertainties with numbers and types of NPs. The dif-
ferent types N, S and SN stand for normalisation-only, shape-only and com-
bined shape and normalisation NPs respectively [4].

MC. The systematic uncertainties on physics objects are related to the reconstruction and
the identi cation of the leptons and jets as well as missing transverse e&é&fyand

are treated as uncorrelated NPs. The light-lepton reconstruction, identi cation, isola-
tion and trigger e ciency uncertainties are negligible. Thggidenti cation e ciency
uncertainty is 6 %. The total uncertainty on the energy scale and resolution of a recon-
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structed jet is 1 5.5 % depending on the gt The uncertainties on jet avour tagging
(b-tagging) e ciencies are 2 % fob-jets, 10 % forc-jets and nogand 30 % for light jets.

The uncertainties on the data-driven reducible background originate from the esti-
mates of the non-prompt light-leptons, the electron charge misassignment and the
fake hag The statistical uncertainties related to the CRs where the weights are applied to
estimate the background (e.g. non-prompt lepton backgrounds8 ar 3) are treated
as one-per-bin NPs with no correlation. For instance, B2there are 6 NPs for the non-
prompt lepton and 6 NPs for the electron charge misassignment estimate contributing to
the total number of 38 NPs.

For both signal and irreducible background estimates various modelling uncertainties
are treated to account for simulation di erences using di erent generators or MC sim-
ulation options. The major uncertainties are coming from the cross section scale and
acceptance in thigH, ttW andttZ processes. In gure 3.14 systematics distributions of
the shape and normalisation uncertainti¢$ parton shower and hadronisation model
andttZ event generator are shown. They have an overall impact (normalisation) of 4%
on thettH sample withH | ' WWand 8.5% on th&Z sample respectively. As the solid
lines are almost at for thétH parton shower no shape dependence is observed here
after smoothing. The smoothing is a procedure which is used to decrease the uctua-
tions in shape systematics due to low statistics. Studies on this smoothing are presented
in appendix B. For thétZ generator uncertainty both normalisation and shape have a
non-negligible impact.

Figure 3.14.: Distribution of (left) th&tH parton shower and hadronisation model sys-
tematic onttH sample with theH boson decaying t&WVW in the 3 Z-
depleted SR and (right) thi&Z event generator uncertainty on tt# sam-
ple in the 3 Z-enriched CR. The black line indicates the nominal shape of
the concerned sample and the red (blue) thefd-(down-)variation of the
systematic. The dotted lines show the distributions before the application
of the smoothing procedure.
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3.8. Statistical model and results

A maximum-likelihood t with thettH signal strength « as parameter of interest is
performed in all SRs and CRs simultaneously. | have implemented the statistical analysis
and have extracted the results included in the ATLAS publication [4]. Techniques of
computing time optimisation (pruning and smoothing) are applied (see appendix B for
further studies).

The analysis has been done in a "blinded' way. This means that all con guration and
optimisation has been xed before looking at the actual data events. To study the signal
sensitivity and the t properties a so called Asimov dataset is created, which is the sum
of predicted background and signal contributionsat = 1. The associated statistical
uncertainty corresponds to the expected precision of the available data sample. This is
used for the results of expected signal signi cance and uncertaintiegon

3.8.1. Signal extraction inthe 3 ~ channel

This section describes the results of the signal extraction using tded@pleted SR
and 3 Z-enriched CR as described in section 3.5.2.2. The pre- t distributions of the
corresponding BDTs have been shown in gure 3.6. The default t assumes xed nor-
malisation orttW andttZ backgrounds from MC simulation.

The tcan be performed using the normalisatioritf andtt\W as parametersin the t
as normalisation factors;z and w, respectively. Results for oatingZ normalisation
or oating bothttW andttZ normalisation are shown as well. In the free oating case
the corresponding cross-section uncertainties (QCD scale and PDi)far ttZ are
removed from the t.

The correlations amongst t parameters are shown in gure 3.15 for &4 nor-
malisation. No strong correlations with the signal strength are observed in the t
with xed ttV normalisation. The highest correlation (32.3%) is observed for the non-
prompt light-lepton non-closure uncertainty, which is the dominant uncertainty on the
non-prompt estimate in"3(18%). The high correlation of diboson uncertainties for
cross section and shower tune come from the fact, that they are of similar size (50% and
26%, respectively) and impacting mainly the same bins ofatenriched CR. In the
case of free oatingitZ andttW normalisation higher correlations are expected. For
instance, the non-prompt light-lepton non-closure uncertainty anttWdenormalisa-
tion factor have a correlation of 60%. This originates in the fact, that bottt¥Mend
the non-prompt light lepton background are dominating the same rst bins dtkhe
discriminant in theZ-depleted SR.

The t results are summarised in table 3.7. In the case of xBd normalisation,
the error on the signal strengthy,; in the Asimov tis *37/. The expected results
use the NP pulls for the background predictions, which are observed in the t to data.
Due to a small excess of data over the SM expectation iz taeriched CR, the post- t
background yields are increased slightly. No signi cant change of the signi cance is
observed whether the Z-enriched CR is included in the t or not.
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Figure 3.15.: Correlation of NPs and signal strength with xed ttV normalisation.
Only correlations of more than 15% are shown.

The t procedure prepared using the Asimov simulation is applied on data. The ob-
servedtH signal strength is

wi = 1377025 (stat) *o3z (syst) = 1:377Gigg (3.9)

which is compatible with the SM expectation ofy = 1. The observed (expected)
signi cance of this excess over background-only expectation is 2.06 (1.53) standard de-
viations. The post- t distributions for this tare shownin gure 3.16. The post- tyields
are given in table 3.5. The t withouZ-enriched CR gives the same central value for

wn With only slightly worse errors.

In the case of free oatingtZ normalisation, @tZ signal strength of ; = 1:11* 523

has been observed. The expected signi cance decreases by about 6% and the observed

wH 1S compatible with both the SM expectation qgfy =1 and the observedyy in the

xed normalisation case. The twith both free oatingZ andttW normalisation gives
similar results and uncertainties fogy and 7. The determination of th&W signal
strength is not favoured by this Z&nalysis, because no dedicatéd/ CR is included
in this set-up. Here a value ofyw = 0:19* 352 is found, compatible with the SM
expectation of ww = 1. Thisis mainly determined by the rst bin of tiedepleted CR.
In combination with 2SS channel some sensitivity on this normalisation factor might be
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Table 3.7.: Observed and expected best- t values of the signal strepgtand signi -
cances in the 3channel for xedttV, oating ttZ and oating bothttZ and
ttW normalisation. The rst row represents the t withodtenriched CR
and with xed ttV normalisation for the alternative classi cation.

Channel Best-t un Signi cance
Observed Expected Observed Expected
3" Z-dep. only 1:377%75  1.007570  2.03 1.51
® 3 Z-dep. &Z-enr. 1:37*5[5 1:.00%57  2.06 1.53
g oatngtz  128'078 100°97% 181  1.44
S (uz= L1173 ' '
% oating ttZ & ttw
(wz= 1147525 1:57*3%0 1:00%38  2.04 1.36
ww = 0:197G50)
o standard 3 1:76%9%  1.007577  2.38 1.48
S oating ttZ & ttwW
8 (wz= 2117732, 142733 1.007%  1.64 1.25
(7))

—_ 1. + 0:50
ww = 1107 557

recovered. Nevertheless, the observed (expected) signal signi cance over background-
only hypothesis is 2.04(1.36 ) in this case.

The systematic uncertainties are classi ed as a function of their impact on the uncer-
tainty on the signal strength 4 in the so-called ‘ranking'. The ranking plots for the
three ts with xed ttV normalisation, free oatingtZ and both free oatingtZ and
ttW normalisation are presented in gures 3.17.

The systematic uncertainties with largest impact in the t with xe#¥ normalisa-
tion arettH andttZ cross-section uncertainty as well as the non-prompt light lepton
non-closure uncertainty. There is a slight negative pull of the NP for this non-closure
uncertainty which is driven by the slight de cit in data in the rst bins of ttiel dis-
criminant, as visible in gure 3.6. In the ts with free oatingtV normalisations, the
normalisation factors have the largest impact on the uncertainty,n

In gure 3.18 the likelihood scans on the test statistics for the signal strengtlare
drawn for the twith xed and oatingttV normalisation. They show smooth behaviour
and no weird features. In the case of oatitty normalisation the parabola is wider,
because the sensitivity is smaller than in the case of tt&dnormalisation.

The analysis presented in [4] does not include this result of alternative event classi ca-
tion in 3', but the standard event classi cation, explained in section 3.5.2. The observed
signal strength using this classi cation is

wi = 176" 58] (stat) g0 (syst) = 176" 55 (3.10)
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Figure 3.16.: Post- t distribution of discriminants in (lefg-depleted signal region:
ttH discriminant and (rightX-enriched control region(ttZ discriminant
VV discriminanj for the twith ttV normalisations from SM expectation.
The blue shaded area indicates the total systematic, MC and data-driven
statistical uncertainties including the observed uncertainty on the signal
strength .

with an observed (expected) signal signi cance of 2.38.48 ). While the standard
classi cation aims for the simultaneous separation ofttiive signal and the four back-
ground processes tW, ttZ, diboson andt from each other with high purity in each of

the ve regions, the alternative classi cation has only two regions and uses the discrimi-
nants as separators. In the case of oating htfhandttW normalisation the alternative
classi cation performs slightly better ittH signal signi cance (see table 3.7), but the
measuredtW best- t signal strength is not very trustful, although compatible with the
SM expectation of one. Because the standard classi cation includes a deditAted
control region, the measureg is more reasonable in this case.

The two classi cations have similar performance. An advantage of the alternative
classi cation is, that it includes the full phase-space of thegp®-selection, which is
useful in case of re-interpretation for new physics searches, done outside of the ATLAS
collaboration.

3.8.2. Properties of the seven channels used inthe  ttH !
multilepton analysis

The seven analysis channels target di erent Higgs boson decays. This is shown in g-
ure 3.19 (left). The light lepton channels with n@q (2°SS, 3 and 4) target mainly
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Figure 3.17.: Ranking of nuisance parameters with highest impact on the error on the sig-
nal strength yy (left) for xed ttV, (middle) for oatingttZ and (right)
for oating both ttZ andttW normalisation.

theH ! WWandH ! decays with leptonically decaying tau leptons. The other
channels are more sensitive to tHe! decays, where at least o&gtau lepton de-
cays hadronically. The ratios of sigrabver total backgroun® andS= B are shown

in gure 3.19 (right). The latter is an indicator of how signi cant a certain region is

Figure 3.18.: Likelihood scan ofyy with (red) xed ttV normalisation and (blue) both
oating ttZ andttW normalisation.
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Figure 3.19.: (Left) Fraction of Higgs bopt,cln decays in tti¢ signal in the signal re-
gions and (right)S=-B andS= B for all signal and control regions with
signalS and total backgrounB. All values are estimated from SM pre- t
expectation [4].

to measure wy. The 2SS and 3 SRs are the most signi cant channels. Theahd
3 +1 1ag SRS, in particular the'4Z-depleted SR, have the highest purity of signal with a
ratio of up toS=B = 1:85, but their signi cance is much lower because of the statistical
limitation of these SRs.

The acceptance times e cienci is the fraction of totaktH signal which is
expected in a certain region. It is given in table 3.8 for all SRs. These numbers al-

Table 3.8.: Acceptance times e cienci of thettH signal for the eight SRs from
SM pre-t signal expectation. The number in brackets includes the signal
contribution in the 3 CRs.

2SS 3SR 4 Z-enr. 4-dep. 2SS+l g 20S+H1l hag 3 +1 pad 1 +2 pag
A [10 4] 23 6.1(11) 0.58 0.11 1.7 7.8 0.83 2.3

low to estimate the number of signal events expected in the analysis. For instance, in
the 4 Z-depleted SR ar\ = 0:11 is expected which corresponds to a yield of
S= A =sw_ = 0:20 signal events withtH cross section 3 = 507 fb and total inte-

grated luminosity of. = 36.1fb 1.

3.8.3. Results of combination with all analysis channels

A global t has been performed in order to extract the signal strength from all channels
by properly taking into account the NPs for all uncertainties and their correlations. All
channels use same t con guration with same systematic uncertainties on MC predicted
backgrounds and signal and additionally systematic and statistical uncertainties related
to the respective data-driven background estimates.

The seven channels included in the analysis are summarised in table 3.9. In ve of the
channels, the BDT discriminant shape in the SR is included in the t. The four CRs, the
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Table 3.9.: The seven analysis channels with their basic region characteristics. In the 4
region the two entries correspond4eenriched an&-depleted SRs, respec-
tively [4].

3 +1 ,,q and the two 4 SRs with low statistics enter the t as one bin each. The total
number of bins included in the tis 32.

The predicted yields for backgrounds and signal at SM predictionyef= 1 are
given in table 3.10 (top) in comparison with observed data events. In the combined t

Table 3.10.: (Top) pre- and (bottom) post- t yields in all regions. The post- t yields and
uncertainties include the prediction aty = 1:6* 3 [4].

to data the observed signal strength is
wn = 1:56% 039 (stat) * 335 (syst) = 1:56" 543 (3.11)

This measurement corresponds to an observed (expected) signal signi cance of 4.1 (2.8)
standard deviations versus the background-only hypothesis. The post- t yields are given
in table 3.10 and illustrated in gure 3.20. The agreement of data yield with post- t
prediction of backgrounds and signal at the observgd is very good. Figure 3.21
shows the post-t distribution of the discriminants in the signal regions of the most-
signi cant channels of 2SS and 3.

The systematic uncertainties and their impact on the errors onithencertainty are
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Figure 3.20.: Comparison of data event yields in all regions to the post- t yields of total
background and signal at observeg; = 1:6*§5. The blue shaded area
indicates the total systematics including the uncertainty @n[4].

listed in table 3.11. Figure 3.22 shows the impact, pulls and constraints of the fteen
most important NPs.

The analysis sensitivity is dominated by the theoretical prediction oftthecross
section, namely the QCD factorization and renormalisation scale variations g&fh

and the PDFs and the strong coupling witB:6% [6]. Its impact on the error ongy
( wn)is* 5.

Several NPs related to jet energy scale (JES) are high ranked in their impactqn
In particular, the NPs for JES pile-up subtraction and the avour composition$$2
are highly ranked, because in the selection of the most signi caBSZhannel four
jets are required with each having a JES uncertainty of up 9% atpr = 25 GeV.
This is shown in gure 2.22 (left) of section 2.4.4, where pile-up subtraction and avour
composition are the dominant JES uncertainties at loygjefTogether with jet energy
resolution (JER) the JES uncertainties have an impat§ffon 4.

The third most important uncertainties are the ones related to the non-prompt light
lepton estimates with an impactti3on 4. The NPs of this category with highest
impact are the 3non-prompt closure and the non-prompt statistics in the 4th bin of 3
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Figure 3.21.: Post- t distribution of discriminants in (left) @S and (right) 3SR. The
observed data events are compared to the post- t yields of total background
and signal at observedyy = 1:6*35. The blue shaded area indicates the
total systematics including the uncertainty o [4].

Table 3.11.: Impact of systematic uncertainties on errors,@n4].

SR. The NP on 3non-prompt closure shows a0.6 pull from the nominal, which
originates from a small de cit of about 22 events in pre- t in thet8 CR (compare pre-
t expectation with observed events in table 3.10). The statistics of the CRs where the
weights are applied to estimate the non-prompt light leptons have a major contribution
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Figure 3.22.: Ranking of the NPs with largest impact on errors@n[4].

to the uncertainties on the non-prompt light lepton estimates.
Table 3.12 summarises the observed and expected best- t signal strength and signif-
icance for the seven analysis channels and the combination. This measurement of the

Table 3.12.: Observed and expected best- t values@f and observed and expected
signal signi cance for the seven single channels and their combination in
thettH ! multilepton analysis [4].

ttH production in multileptonic nal states has been rstly published in a public note in
October 2017 and in April 2018 in Physical Review D [4].
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In March 2018 the CMS collaboration has published its own sear¢bHgoroduction
in multileptonic nal states [124] using 35.9 fB of proton-proton collisions from 2016.
Apart from the 20S channel which has the lowest signal signi cance, the categorisation
of the other six channels is done in a similar way as by the ATLAS collaboration. The
analysis has observed a signal strength of

an = 1:23%343 = 1:23% 528 (stat.)" 937 (syst.) (3.12)

and has a similar performance as the presented search with an observed (expected) signal
signi cance of 3.2 (2.8) standard deviations.

3.9. Combination with ttH searches in other Higgs
boson decays

The results of this analysis have been combined with other searcrteBI fproduction

with proton-proton collision data of 36 fB at a center-of-mass energy o6 = 13 TeV.

These searches target di erent Higgs boson decays. The search with the Higgs boson
decaying tdbb in lepton+jets and di-leptonit nal states observed a value ofyy =

0.8 3¢ [114]; the di-photon decay channel foundy = 0.6" 54 [125] and the search
withH ! ZzZ! 4 inthe mass window of the Higgs boson mass GeV observed

a 68% CL upper limit on yy of 1.9 [126]. The results are summarised in gure 3.23
(left) for the input channels and their combination. The searchtférproduction in

Figure 3.23.: Best-t yy (left) in singlettH searches and combination and (right) in
Higgs boson decay modes. Because of zero events observation the upper
limit at 68% CL is given for the searchwitd | ZzZ! 4 [4].

multilepton nal states has a major impact on the combination results. The combined
best-tvalueis w4 = 1.2 0.3. The observed (expected) statistical signi cance of this
excess over the background-only hypothesis is 4.2 (3.8) standard deviations [4].
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The CMS collaboration has reported the observation ofttHgoroduction in combi-
nation of Run 1 and Run 2 data with an observed (expected) signi cance of 5.2 (4.2) stan-
dard deviations [127]. The ATLAS collaboration followed with an updated combination
including up to 79.8 fb* of proton-proton collisions from 2015 2017 in the searches
for ttH production withH ! andH ! ZzZzZ! 4 [5]. Figure 3.24 (left) shows
the observed signal strength in the single searches in collision data with 13 TeV
and in their combination. A value ofd 0:3 times the SM expectation is observed in

Figure 3.24.: (Left) best- t «= s¥ in singlettH searches and combination and (right)

ttH cross section measurement and prediction as function of the center-of-
mass energy using up to 79.8 fbof proton-proton collision data [5].

combination with an observed statistical signi ?nce of 5.8 standard deviations, while
4.9 are expected. Combining with searches donesat 7 and 8 TeV the observed (ex-
pected) signal signi cance of the excess is 6.3 (5.1) standard deviations, which clearly
states observation of theéH production and hence the Yukawa coupling between the
Higgs boson and the top quark pair.

The measured cross section as a function of centeﬁ-of-mass energy is presented and
compared to the SM expectation in gure 3.24 (right). As = 13 TeV a cross section
of 670 90(stat) * 150 (syst) fb is measured, which agrees well with the SM expectation
of 507* 33 fb [6].

3.10. Outlook

The analysis presented here includes only a part of the Run 2 luminosity. In particular,
the presentettH ! multilepton analysis (seven channels) has a sensitivity of

wn = 1:007535 = 1:00" 535 (stat) *§37 (syst) (3.13)
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for a dataset corresponding to 36.1ftof proton-proton collisions. A signi cance of
2.8 is therefore expected.
For the expected luminosity of Run 2 (150 ff), a conservative extrapolation predicts
a sensitivity of
wt = 1:007 535 = 1:00" 573 (stat) o33 (syst) (3.14)

which corresponds to an expected signi cance of 4.1This extrapolation scales all
the yields and systematic uncertainties by the ratio of luminosities. It is expected, that
some of the systematic uncertainties decrease, because of their statistical origin (e.g. the
non-prompt lepton estimates and uncertainties on the non-prompt lepton e ciencies are
expected to improve signi cantly).

Assuming a HL-LHC with same parameters as the LHC, but with 3,000 fb *, the
currentttH !  multilepton analysis can be naively extrapolated to

un = 1:007g37 = 1:00" g3 (stat) "7 (syst) (3.15)

with a signal signi cance of 6.3. Nevertheless the conditions are not the same at the
HL-LHC, e.g. the pile-up is expected to increase from currenth30 to up to 200
interactions per bunch crossing. This is taken into account in the extrapolation studies
by the ATLAS collaboration for thétH production inH ! decays, which predict

wn = 1:007 533 (stat) * 313 (syst) with a signi cance of 8.2, dominated by theoretical
cross section uncertainties [128]. In combination with other Higgs boson decay channels
(here excludindd ! bb) a relative uncertainty on thi#gH cross-section measurement
of about 10% is expected [129].

3.11. Conclusion

ThettH production has been observed in proton-proton collisions evﬁ;h: 7, 8 and

13 TeV by the ATLAS collaboration with a signal signi cance of 6.3 standard devia-
tions (5.1 expected). This measurement constitutes a direct observation of the top quark
Yukawa coupling to the Higgs boson. Thid ! multilepton analysis, presented in
more detail in this doctoral thesis, is the most-signi cant analysis channel. This result
has been only possible due to the excellent performance of the LHC and the ATLAS
detector and the intensive work on the background estimates and suppression.

My study on an alternative classi cation in thé 8hannel has been presented in this
chapter, and has a similar performance as the one used in the publication.

All results have been found compatible with the SM expectation with a Higgs boson
with a mass of about 125 GeV. Nevertheless new physics can contribute in a di erent
phase-space. The next chapter presents the search for avour-changing top quark decays
to a Higgs boson and a lighter up-type quark, which are strongly suppressed in the SM
but may be enhanced in certain new physics models.
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4. Search for avour-changing neutral
currents in top quark decays in
multileptonic nal states

Flavour-changing neutral currents (FCNC) in top quark decays are strongly suppressed in
the SM. Nevertheless, many new physics models predict an enhancement of the branch-
ing ratios of top decays with FCNC, mainly through virtual contributions related to new
heavy particles. This chapter presents a search for FCNC in top quark decays to a Higgs
boson and a lighter up-type quark!( Hqg, g = uorc). Such decays can be of top
quarks searched for using the abundant production of top quark pairs at the LHC. The
second top quark in the event is assumed to undergo a SM decay/tbason and a

b quark. The analysis on nal states with two or three light leptanis (Hq ! multi-

lepton) is sensitive tbl | WW,H ! ZZandH! ¢ ¢p decays. The nal states are

very similar to the ones in th#H ! multilepton analysis, presented in chapter 3 and
therefore a similar analysis strategy is chosen. It uses the same dataset of 36f1 fb
proton-proton collisions, collected by the ATLAS experiment. The signal regions are
chosen similarly to the ones used in thid ! multilepton analysis. This allows to take
advantage of the existing developments, e.g. the non-prompt lepton rejection and matrix
method estimate [9].

Section 4.1 gives an overview about previous searches, focusing on results from the
ATLAS and CMS experiments. The analysis strategy of the new searth foHq !
multilepton is presented in section 4.2. The non-prompt lepton estimate using the matrix
method is modi ed and an additional systematic uncertainty is added to properly treat the
signal contamination in the control region of fake rate measurement. This is described
in detail in section 4.3 before the results are given in section 4.4. Finally, section 4.5
gives an outlook on FCNC searches for Hq with projections with high integrated
luminosities of up to 3000 fb' corresponding to the planned goal for a high-luminosity
LHC (HL-LHC).

4.1. Previous searches for FCNC in top quark decays
Several hadron or electron collision experiments have done searches for FCNC in top

quark decays. The most stringent limits have been set by the ATLAS and CMS ex-
periments with proton-proton collision data from Run 1 and partial Run 2 of the LHC.
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Figure 4.1 shows the latest limits at 95% con dence level (CL) on branching ratios of
di erent top quark decays with FCNC by May 2018. The expected theory predictions

Figure 4.1.: Best observed 95% con dence level upper limits on the branching ratios of
di erent top decays in ATLAS (blue) and CMS (red). The SM prediction
is shown (black line) as well as predicted ranges by di erent new physics
models predicting FCNC in top quark decays [130].

are shown as well for di erent models, discussed in section 1.3.2. The avour violating
2HDM models have the highest predicted branching ratios forHc anqqt I gc, be-

cause the branching ratio in these models is usually assumed to scalemgth=mg,.
This explains also the enhancement in decays involving the charm-guark) versus
the ones involving the lighter up-quar§ € u).

The current best observed and expected limit8B@n'! Hq) by the ATLAS and
CMS experiments from Run 1 and Run 2 proton-proton collision data are summarised
in table 4.1. Until May 2018 only two searches for Hq have been published using
36fb *of Run 2 proton-proton collision data withs = 13 TeV. In an analysis searching
forH ! decays, the ATLAS experiment excludB¢t ! Hc) > 0:22% at 95% CL
with an expectation oB(t ! Hc) > 0:16%. Observed (expected) limits of 0.47%
(0.44%) have been reported in the searchHdr bb decays by the CMS experiment.

The best to date upper limits in the channels with multileptonic nal states are 0.79%
and 0.78% (while 0.54% and 0.57% are expected) fot theHcandt ! Hubranching
ratios, respectively. The presented analysis aims for improving these limits signi cantly.
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Table 4.1.: Observed and expected 95% CL upper limits on the branching ratibs of
Hq by the ATLAS (CMS) experiment. *) In Run 1 the ATLAS! Hq!
multilepton analysis included the channel 068+1 ..

Channel Limiton B(t! Hu) [%] limiton B(t! Hc) [%]
Observed Expected| Observed Expected
Runl, s=8TeV,20fb?
H! WWzz, [109,131]| 0.78*(0.86) 0.57*(0.82) 0.79* (0.93) 0.54* (0.89)
H! [131, 132] 0.79 (0.42) 0.51(0.60) 0.79(0.47) 0.51(0.67)
H! bb[131, 133] 0.61(1.92) 0.64(0.84) 0.56(1.16) 0.42(0.89)
Combined [131, 133] 0.45(0.55) 0.29 (0.40) 0.46 (0.40) 0.25(0.43)
Run2,” s= 13TeV, 36fb?!
H! [8] 0.24 (-) 0.17 (-) 0.22 (-) 0.16 (-)
H! bb[134] —(0.47) -(0.34) —(0.47) —(0.44)

4.2. Signal, backgrounds and event selection

The search fot ! Hqg ! multilepton in pairs of top quarkdt] follows closely the
analysis strategy of theH ! multilepton analysis, described in chapter 3. It considers
nal states with exactly two or three light leptons£ eor ). Hadronically decaying tau
leptons (hag) are vetoed for orthogonality with the searchtfdr HqwithH ! 44 hag
The signal decay chain for these processes with the domiihdntWW decay is given

by

tt! Wb+ Hg! 3W+ bg! 2 + EI'S+ 4 jets(1fromb) or
I 3 + EMS+ 2 jets(1 fromb) (4.1)

where the jets result from the quark’s hadronisation and the missing transverse energy
(ET"9) is due to the neutrinos coming from the leptowdoson decays. The nal states
are similar to the ones expectedttbl ! multilepton, namely

ttH! 2W2b+ H! 4W+ 2b! 2 + EMS+ 6jets(2 fromb) or
I 3+ EIMSS+ 4 jets(2 fromb) (4.2)

which have one more light and one more jet frob-guark expected. This analysis
uses the same object and signal region event selection &sithe multilepton analysis
which are described in sections 3.4 and 3.5.

To suppress the dominant background dd3 events frontt, at least two leptons are
required to have the same electric charge like intthe! multilepton analysis. The
signal region de nition of the 2SS channel is given in section 3.5.1. For theBannel,
this analysis uses tiedepleted signal region from the alternativeeSent classi cation,
described in section 3.5.2.2.

The signalopp! (t! Hg)(t! bW )+ h.c.is generated with the next-to-leading
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order (NLO) generatoMadGraph5_aMC@NLO [64]. The top quark decays are sim-
ulated usingMladSpin [135] and the Higgs boson decays, parton showering, hadronisa-
tion and lﬁpderlying events are generated ViRglthia 8 [72]. Thett production cross
sectional s= 13TeVis y = 832 2pb as calculated with the Top++2.0 program to
next-to-next-to-leading order in perturbative QCD, including soft-gluon re-summation
to next-to-next-to-leading-log order [136] and uncertainties from cross-section scale and
acceptance following the PDF4LHC prescription [59, 60, 137 139]. Depending on the
branching ratioB) of thet ! Hq decay, the signal cross section is

tHg=2B 1B) «P'2B (4.3)

where the factor 2 comes from the fact that both the top and the anti-top can decay via
FCNC. Systematic uncertainties on the signal process include shape e ects of renormal-
isation and factorisation scale uncertainties, parton shower, event generator and initial
and nal state radiation (ISR, FSR) uncertainties. Due to limited computation time, no
dedicated alternative signal samples have been simulated. | have implemented a model
using existing alternative samples togiven in appendix A) for the estimate of parton
shower, event generator and ISR/FSR uncertainties. In this moda§ 8vents are se-
lected with the same selection as 65 SR but with lower jet multiplicity ONjers 2.
For the 3 channel the shape estimate wittsamples is not possible because only two
prompt leptons are expected. Therefore the normalisation impact is extrapolated from
the estimate in 5SS without any shape dependence.

The dominant Higgs boson decays in the selected events of the two SRs are shown
in gure 4.2 (left). In both the 2SS and the 3SR theH ! WW decay is dominant,

Figure 4.2.: Contribution of (left) di erent Higgs boson decays inthe Hq signal and
(right) di erent backgrounds in the’3S and 3 SRs [9].

followed by decays to tau leptons which decay leptonically into muons or electrons.
Similar to thettH ! multilepton analysis, the backgrounds are dominated by two

types:

" The irreducible backgrounds, described in section 3.6.1, are dominated by the as-
sociated vector boson production with top quark pdirg), followed by diboson
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andttH production. The main decay chain fd¥ is

ttV ! 2W2b+ V! 2 + EMS+ 4 jets(2 fromb) or
I 3+ EMSS+ 2 4jets (2 fromb) (4.4)

wherettZ is mainly populating the 3channel when th& boson decays to a pair of
leptons. Because the results of the searchetsHbproduction are consistent with

the SM expectation, here its contribution is xed to that prediction. The irreducible
background is estimated using MC simulation, as described in section 2.3 using the
samples, summarised in appendix A.

The reducible backgrounds are the background of non-prompt light leptons and
electrons with charge misassignment. Their data-driven estimate and suppression
by dedicated BDTs is described in sections 3.6.3 and 3.6.2, respectively. Because
thet ! Hgsignal predicts lower multiplicities of jets abetagged jets, it has a non-
negligible contribution to the control region (CR) used to estimate the probability
to be non-prompt;. ForB 6 O this leads to di erent yields and shapes of the
non-prompt background, which is taken into account and described in detail in
section 4.3.

Figure 4.2 (right) shows the relative contribution of the di erent backgrounds in the
two SRs aB = 0. In this chapter, the non-prompt contribution in th&3 SR includes
both the electron charge misassignment and non-prompt light leptons from rbainly
hadron decays or photon conversion. In th82 and 3 SR the contribution from SM
background predicts 526 and 276 events, respectively. Because these regions are the
same as in th&tH !  multilepton analysis the pre- t contributions are the same as in

gures 3.13 and 3.12, with th&H production considered here as an additional back-
ground.

Multivariate techniques are used to discriminatetthe Hq signal against the major
backgrounds oftV and against non-prompt leptons. Therefore two BDTs are trained
using TMVA [117] of thet ! Huort ! Hc signal against the two kinds of back-
ground. The input variables to the BDTs are summarised in table 4.2. The distributions
of the variables with best separation of signal versus backgrounds are shown in gure 4.3
and 4.4 for 2SS and 3 SRs, respectively. The observed data shows a good agreement
with the expected background prediction in each variable.

The number ob-tagged jets is a strongly discriminating variable ofthe Hq signal
from both the non-prompt lepton and tt¥ background, because in these backgrounds
two jets fromb-quarks are expected from the decay of the pair of top quarks while only
one is expected in the signal as illustrated in equation 4.1. The signdl oHc has
slightly higher probability of twadb-tagged jets compared to! Hu, because of the
lower b-tagging rejection rate for jets frosrquarks than from light jets as described in
section 2.4.4.4 (table 2.5).

The non-prompt leptons have lowmef and are less isolated than prompt signal lep-
tons in the 2SS channel. Thus, ther(";) and the angular distance to the closest jet
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Table 4.2.: Input variables to the BDTs (marked withoft !  Hq vs. backgrounds in
2'SS and 3 channels [9].

R("1; jet) of the lowerpr lepton (1) are discriminant variables against this background.
In the 3 channel several invariant masses and the angular distance of the opposite
sign leptons with smaller angular distanc®&( o; ;) are powerful variables in the non-
prompt lepton background discrimination.

The quantity ofme EMss + Hy with the scalapy sum of all leptons and jetdr
andEMss can discriminate against the/ background

In the 2SS channel the predicted signal shapes of the input variables are su ciently
similar fort! Huandt! Hc, such thatthe BDTs are trained with a combined signal
sample.

Finally the BDTs are combined linearly to build limit optimising discriminants of
t! Huort! Hcagainst all backgrounds. The number of bins in the two regions
is optimised to six and four for8S and 3 SR, respectively. It has been found, that at
signal distribution in both regions performs best.
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Figure 4.3.: Pre- tdistributionsd@&(t! Hq) = Oforthe veinputvariablestothe'SS
BDTs with highest separation of signal versus background. The distribution
of the signal oft ! Huandt ! Hc is shown normalised to the total
background in red and blue, respectively [9].

4.3. Signal contamination in the non-prompt light lepton
estimate

The non-prompt light leptons frorb-hadron decays and photon conversion are a ma-
jor background in this analysis. Their estimate uses the matrix-method, described in
section 3.6.3. However, the signal contamination of the CRs used for the background
estimates needs to be taken into account. Indeed, in thePstate, thet !  Hq signal

peaks at four jets where one is coming frorb-quark, which leads to a non-negligible
contribution in the 2SS CR of two or three jets, used in the numerator of the non-prompt
probability"s in equation 3.5. AssuminB = 0.2%, corresponding to the current best
upper limit, the signal contamination in these control regions is about 30% of the total
background from prompt leptons or electrons with misassigned charge. This yields to a
reduction in the non-prompt lepton estimate of about 40% in ti852and 30% in the

3" SR. In the following | describe the treatment of this signal contamination, that | have
developed.
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Figure 4.4.: Pre- tdistributions @(t ! Hq) = 0 for the eight input variables to the 3
BDTs with highest separation of signal versus background. The distribution
of the signal oft ! Hu andt ! Hc is shown normalised to the total
background in red and blue, respectively [9].

Not only the normalisation but also the shape di ers for di erdit To correlate
the contamination wittB, the procedure has been repeated®or 0 and 0.2%. This
results in the bin-dependent yields Bfopromprand NEG2% | respectively. For any
non-prompt lepton estimaté,on-promp( B) in €ach bin of the SRs the dependency of the
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branching ratio is then given by a linear extrapolation

orig. B=0:2%
orig. B NnOn-DFOmpt I\Inon—prompt .

Nnon-promp(B) = Nnon-prompt 02% . (4-5)

This extrapolation has been validated by additional working points bet®eerD and
0.3%. The signalfot! Hcdiersfromt! Hue.g.in the distribution of number of
b-tagged jets, which is used in the binning of the non-prompt lepton e ciency measure-
ment. Therefore, di erent estimates have been used for the two signals.

Figure 4.5 shows the estimated Hu discriminant distributions of the non-prompt
lepton estimate in'5S and 3 SR at di erent branching ratios.

Figure 4.5.1 ! Hu discriminant distribution of non-prompt lepton estimate for (top)
2'SS and (bottom) 3atB = 0, 0.1% and 0.2% from left to right. The
shape uncertainty with its 1up- and down-variations (red and blue line)
are mainly smaller than the statistical uncertainty from the per-bin control
regions (blue hashed area).

The di erence in shape of the two estimatesBat 0 and 0.2% is added as a shape-
only systematic uncertainty on the non-prompt lepton estimate. Because it a ects
N Srmptin the subtrahend in equation 4.5 this uncertainty scales with the branching
ratio. AtB = 0.2t yields up to about 60% (10%) in the rightmost bins of the discrim-
inant with the most signal in the 8S (3) SR. Only forB > 0.2% and in the rightmost
bins of the 2SS SR it contributes more than the statistical uncertainty from the per-bin
control regions where the matrix method weights are applied.
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4.4. Results

The extraction of the ! Huandt ! Hc branching ratios uses a binned maximum-
likelihood tlike inthe ttH ! multilepton analysis. The likelihood functidn(B; ) is

a product of per-bin Poisson probability terms related to the expected and observed event
yields. The terms for Gaussian constraints of the nuisance parametegsadditional
factors inL (B; ). The test statistic is the negative pro le likelihood ratio

L(B; ™)

2In g = 2Inm

(4.6)

whereB and " are the best- t values of branching ratio and nuisance parameter pulls

maximising the likelihood- andA are the nuisance parameter pulls maximising the
likelihood for a givenB. The parameter of interest (POI)Hs

The results fot ! Hcandt ! Hu are obtained independently assuming the other
signal to have zero yield. Limits on the branching ratios at 95% con dence level (CL)
are obtained using the Glmethod [140].

Apart from the signal contamination studies, described in the previous section, my
main contribution to this ! Hqg ! multilepton analysis has been the extraction and
validation of all results, which are presented in the following.

The expected and observed yields in th&€2 and 3 SRs are presented in table 4.3.
The observed and the pre- t SM background yields for thER2and 3 SR are consistent

Table 4.3.: Expected and observed yields in the SRs for ({tdp) Hu and (bottom)
t ! Hc t. The non-prompt leptons include the contribution from charge
misassigned electrons. While their pre- t estimate assumds!noHq sig-
nal, their post- t yields include the subtraction due to signal contamination
in the non-prompt e ciency CRs. The pre-t ! Hqyields are given for
B = 0.2% [9].

with the yields in thétH ! multilepton analysis in tables 3.10 and 3.5, respectively.
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The observed branching ratios combining3 and 3 channel are
B(t! Hu)= 0:04"20%(stat) * 333 (syst) % = 0:04" 2980 (4.7)
forthet! Huand
B(t! Hc)= 0:01"25%8(stat) * 202 (syst) %= 0:01"208% (4.8)

forthet ! Hcsignal. They are compatible with the hypothesis of no signal. The best- t
branching ratios of the single channel ts for®S and 3and combination are shown in
gure 4.6 (left) and are compatible with each other and with zero. The behaviour of the

Figure 4.6.: (Left) observed and (right) expected begt! t Hqg branching ratio in sin-
gle channel and combination ts [9].

ts has been validated in ts to Asimov data with observed NP pulland branching
ratio. Similar uncertainties are observed as shown in gure 4.6 (right).

The post- t yields for background and! Hq signal, given in table 4.3, agree well
with the observed number of events of 514 153 and 258 in 3SR. The distribution of
thet! Huandt! Hcdiscriminantsinthe SRsisshownin gure4.7. The contribution
oft! Hcis not visible in the stack of the histograms, because of the obsé&fted
Hc) < 0. Forbotht I Huandt! Hcthe signal, normalised to the observed limit on
B, is shown, too. Its distribution is at in dependency of the discriminant, because the
binning with this con guration has shown optimal expected limits.

Upper limits on the branching ratios at 95% CL are calculated and presented in g-
ure 4.8. The combined ts expect for botdi Huandt ! Hc upper limits onB of
0.15%. Similar expected upper limits have been published in the seatch fd#q with
H! analysis (compare table 4.1). The observed upper limits are 0.19% and 0.16%
fort! Huandt! Hc, respectively.

The distribution of the test statistics in function®fs shown in gure 4.9. It shows
a well behaviour around the root, where the likelihdo@ maximised.
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Figure 4.7.: Post- t distributions for FCNC discriminants for measured (top) Hu
and (bottom} ! Hcsignal in (left) 2SS and (right) 3SR [9].

4.4.1. Systematic uncertainties

The major impact on the uncertainty Brcomes from the statistics, related to the amount
of events in each bin. The largest impact from systematic uncertainties originates from
the per-bin CRs for the matrix method weight application, the non-prompt lepton e -
ciencies and the diboson production cross section. The NPs with largest impRAct on
are shown in gure 4.10. The NPs with the biggest pulls are related to per-bin CR statis-
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Figure 4.8.: 95% CL upper limits on ! Hq branching ratio in single channel and
combination ts [9].

Figure 4.9.: Pro le likelihood ratio for (lefty ! Huand (right)t ! Hcin single chan-
nels and combination [9].

tics for the non-prompt lepton estimate, where the matrix method weights are applied.
This is expected in particular for the 3rd and the 5th bin of tHe22SR, because of the
small de cit and excess, respectively, which is visible in the discriminant distributions
in gure 4.7.

The systematic uncertainties on the signal are dominated by the choice of parton
shower algorithm and yield to a relati®& uncertainty of?B = 8%. The uncertainty
on the non-prompt lepton estimate from signal contribution in the non-prompt lepton
e ciency CR scales withB and its impactis B = 0.02% for a trueB = 0.2%. The
remaining background uncertainties contribute toBhencertainty with B = 0.04%.

The impact of the signal contamination in the non-prompt lepton e ciency CRs is
tested by decorrelating the branching ratio used in the non-prompt lepton estimate
Nhon-prompf Bnon-promp) iN €quation 4.5 from the one for the!  Hq signal Bsigna). NO
di erence in the best- t values, uncertainties and upper limitsBag,, has been found.
Inthe case of ! Huandt! Hc tthey are measured to bBon.prompft ! HU) =
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Figure 4.10.: Ranking of the 15 most impacting NPE¢n! Hq)in (left)t! Huand
(right)t! Hc t.

0.07"519% andBponprompft ! HC) = 0.02*313%, respectively. The ranking of the
15 most-impacting NPs da is shown in gure 4.11 and can be compared with the nom-
inal tin gure 4.10. Inthe decorrelated model the uncertainty with the major impact on
Bsignal IS the uncertainty on the free parameteBf,-promptWith  Bsignas  0.04 0.05%.
Other NPs follow with similar ranking as in the nominal case arigi< 0.015%.

An iterative signal injection test is performed where iterativB i Xed to
the Bggnq Observed in the previous iteration. It reaches a plate@@h(t ! Hu) =
0.03"5:52% andBsigna(t ! Hc) = 0.02*395%, compatible with the observed results
given in equations 4.7 and 4.8.

Figure 4.11.: Ranking of the 15 most impacting NP8gg.o(t ! Haq) in(left)t! Hu
and (right)t ! Hc tin the case of decorrelate® for signal and non-
prompt lepton estimate.
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Another possibility is to derive matrix method weights by injecting the obseBred
This test has been done fot Hu and the sam®& are observed as in the nominal t.
All these tests give con dence that the treatment of the signal contamination in the CRs
for the non-prompt lepton estimate does not induce any bias on the nal results.

4.4.2. Simultaneous tof t! Huandt! Hcsignals

To check the correlation of the! Hu and thet ! Hc signal an additional t con-
guration has been developed, where for both signals one POI is assigned. Here both
signals have contamination in the non-prompt lepton e ciency CR, which is taken into
account properly. The SRs use the Hu discriminants with a binning, such that the
signalis atif B(t! Hu) = B(t! Hc). The observed best- t branching ratios are
B(t! Hu)= 0.02"322%andB(t! Hc) = 0.02"533%. The post- t discriminant
distributions are shown in gure 4.12. No signal is visible, because the two signal com-

Figure 4.12.: Post- t distributions for FCNC discriminants for simultaneous t éf
Huandt! Hcsignalin (left) 2SS and (right) 3SR.

ponents have similar discriminant distribution and their contributions cancel each other
duetoB(t! Hu) B (t! Hc).

The two POls are strongly correlated with each other, which can be observed in the
contour lines of the test statistic in gure 4.13. The major axis of the ellipse lies on the
functionofB(t! Hu)+ B(t! Hc) = 0. Thisis due to the fact, that rstly, no signal is
observed and secondly, this analysis is not optimised to distingliisiHufromt ! Hc
signal.

119



Figure 4.13.: Best- t branching ratios (black dot) anddontour lines of the test statistic
2In g (blue) for t with all systematics (solid line) and only statistical
(dashed line) when tting both! Hcandt! Husimultaneously.

4.5. Outlook

The described! Hq! multilepton uses 36.1 fid of proton-proton collisions, which
leads to an expected upper limit @&of 0.15% for botht ! Huort ! Hc. This
improves the expected upper limits from Run L Hq ! multilepton analysis with
20fb ! at 8 TeV by a factor of more than ve.

The extrapolation to the expected Run 2 integrated luminosity of 150$done by
scaling all yields with the luminosity. This leads to an expected upper limit of about
0.10%, assuming the same systematic uncertainties as in the current analysis. At this
point already the systematic uncertainties dominate the result and the improvement with
higher luminosity is marginal. Assuming a HL-LHC with= 3,000 fb * would only
improve the expected limit to about 0.07% with current systematic uncertainties, not
accounting for e ects of harsher pile-up conditions.

On the other hand several improvements can be included in an analysis with the full
Run 2 data:

" Additional channels can be added, e.g. the channel 8621 .4 has not been
included in this round, while it was in the corresponding Run 1 analysis [109].
This channel aims foiH ! decays with one tau lepton decaying hadronically
and the other one leptonically.

~ Due to the need for a robust estimate of non-prompt leptons, the analysis does not
e ectively use the region of 2SS with two or three jets for the estimate of the
signal branching ratio, while about 60% of thé Hq signal lies in this region.
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There is a big room for gain if a development using other side-bands, e.g. events
with two b-tagged jets, is successful.

Both 2 SS and 3 SR have been chosen to be very close to the regions used in the
ttH ! multilepton analysis. This signi cantly has helped in validating the analysis
and reusing elements of tiveH ! multilepton analysis, such as background esti-
mates and suppression, t set-up, etc. Nevertheless, an optimisation of the event
selection in the SRs can improve the sensitivity. E.gbtt@gged jets multiplicity

and theb-tagging e ciency working point can be object of optimisation, although

it was tested, that excluding the events with more thanletagged jet does not
change the result signi cantly.

An analysis with di erent detector upgrade scenarios has been published in the search
fort ! Hqwith H ! bbby the ATLAS collaboration. The eépected limits on the
B(t! Hq) are 0.01 0.02% for a HL-LHC witi. = 3,000fb *and” s= 14 TeV [141].

If no signal is found, in combination with searches in other Higgs boson decays this
could allow to constrain the allowed phase space for new physics, in particular the avour-
violating 2HDM model as it predictB(t ! Hc) < 0:15% (compare gure 4.1, [31]).

4.6. Conclusion

A search for the avour-changing top quark decay to the Higgs boson and an up-type
qguark in multileptonic nal states has been performed using proton-proton collision data
from 2015 2016, recorded by the ATLAS detector. Two channels with two leptons with
same electric charge or with three leptons have been examined and optimised separately
for the best expected limits. The signal contamination in the control regions for the
non-prompt lepton estimate has been investigated and is properly treated in the t. The
observed best- t values are consistent with the SM expectation of negligible signal with
branching ratio8(t! Hq) < 3 10 . Observed (expected) upper limits at 95% CL
are 0.19% (0.15%) and 0.16% (0.15%) for Hu andt ! Hc decays, respectively.
They are the best experimental limits on this avour-changing top quark decays to date
and compatible with the previously observed upper limits in the searchHwith by

the ATLAS collaboration.

The presented search in multileptonic nal states is dominated by statistical uncertain-
ties. Therefore, the sensitivity will improve by using the full Run 2 data.

Both the searches fatH (chapter 3) and for avour-changing top decays (this chap-
ter) will improve a lot by additional data beyond Run 2. To achieve this, the LHC and
its experiments will be upgraded in a long shut-down in 2019 2020. The next chapter
describes the current status of this upgrade for the ATLAS Liquid Argon Calorimeter.
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5. Phase 1 upgrade of the ATLAS
Liquid Argon Calorimeter

The upgrade of the LHC, scheduled for 2019-2020, plans to increase the instantaneous
luminosity to more than two times the nominal value. The purpose and overview of
this upgrade plan for the LHC and the ATLAS experiment is presented in section 5.1.
To cope with the increase of ATLAS trigger rates, the trigger signals from the ATLAS
Liquid Argon Calorimeter will be rearranged in 34,000 so-called super cellsto geta 5
to 10 times ner granularity. This will improve the background rejection performance
through more precise energy measurements and the use of shower shape information to
discriminate electrons, photons and hadronically decaying tau leptons from jets. The
new system will process the super cell signal at 40 MHz and with 12 bit precision. The
data will be transmitted at 5.12 Gb/s to the back-end system using a custom serialiser
and optical transmitter. The Phase 1 upgrade of the LAr Calorimeter readout electronics
is described in section 5.2. To verify the full functionality, a demonstrator set-up has
been installed on the ATLAS detector and operated during the LHC Run 2. Its set-up
and performance in calibration and proton-proton collisions is discussed in section 5.3. |
have contributed to these measurements in calibration and in early collision data-taking.

5.1. LHC at high luminosity

For many searches for new physics or rare SM processes statistical uncertainties have
a huge impact. With increasing integrated luminositywhich is proportional to the
data taking time, they decrease only B’ L / =’i. Increasing the instantaneous lumi-
nosityL is the only way to beat this limitation. To reach that both the LHC accelerator
system and the detectors pass through an ambitious upgrade plan.

Detector upgrades are necessary to cope with the high radiation as the present detec-
tors are quali ed only upto ah = 1,000 fb 1. With increasing instantaneous luminosity
the physics performance of the detectors should be kept similar. Therefore, e.g. the trig-
ger selectivity needs to be improved to avoid bandwidth saturation. This can be reached
by adding new information as timing or higher granularity in the inputs to the trigger and
reconstruction. Additionally the detector coverage, in particular at high pseudorapidity,
can be increased where possible. At last, some parts of the electronics are already older
than 15 years and cannot be manufactured and maintained in the future.
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The plan for the LHC and the high-luminosity LHC (HL-LHC) is shown in gure 5.1.
The currently on-going Run 2 of proton-proton collision data-taking will be followed by

Figure 5.1.: LHC data taking periods (Runs), long shut-downs (LS) and high-luminosity
LHC (HL-LHC) forecast with the center-of-mass energy of the collisions in
red and luminosity in green (derivative of [142]/CC BY 4.0).

the long shut-down 2 (LS2) during 2019/2020, in which the Phase 1 upgrade system will
be installed. The Phase 2 upgrade is foreseen for 2024 2026 during LS3.

With the Phase 1 upgrade of the experiments at the LHC an instantaneous luminosity
of up to three times the design value € 3 10**cm 2s 1) with the mean number of
interactions per bunch crossihgi = 80 will be reached. The Phase 2 upgrade prepares
for the HL-LHC with instantaneous luminosity of abdut= 7.5 10**cm 2s ! and
h i = 200. The ultimate goal is to collect proton-proton collision data with an integrated
luminosity of about 3,000 fo' during 10 years of data-taking.

Figure 5.2 shows extrapolations for Higgs boson and top FCNC studies at HL-LHC
conditions. The high integrated luminosity allows to precisely measure even rare Higgs
boson decays ad ! . Also thettH production in multileptonic nal states is ex-
pected to be measured with less than 20% relative uncertainty on the signal strength
as discussed in section 3.10 with an own extrapolation. The precise measurement of
the Higgs boson couplings to fermions will allow to improve the limits on new physics,
which is entering e.g. in loops of gluon-gluon fusiontod decays.

The 95% CL limits on FCNC top decays are mainly statistically limited and in the case
of no signal observation in particular thé Hcandt! climits can be improved by
one order of magnitude using the full expected HL-LHC dataset. The own extrapolation
of the FCNC decay af ! Hc in multileptonic nal states expects an upper limit on the
branching ratio of 7 10 “ at full expected HL-LHC luminosity, improving the current
expected limits ak. = 36.1fb ! by a factor of two (see section 4.5).

5.1.1. Phase 1 ATLAS detector upgrade

The Phase 1 upgrades of the ATLAS detector mainly aim at improving the trigger selec-
tivity to cope with increasing luminosity [146].
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Figure 5.2.: (Left) ATLAS projection of relative uncertainty on the signal strength for
di erent Higgs boson production and decay modes for= 300 and
3,000fb ! [143]. (Right) observed 95% CL limits on branching ratios of
di erent top quark decays involving FCNC [130]. The projection to HL-
LHC is added in pink following the references [141, 144]fdr Hc and
t! Zcand[145]fort ! c. No extrapolation studies fdr! gc have
been published so far.

The EM total L1 trigger rate at the ATLAS has a limited 20 kHz of the 100 kHz global
bandwidth. Figure 5.3 shows the measurement of L1 trigger rates for di erent objects
as a function of the instantaneous luminosity. The light lepton trigger rates increase
linearly and the forward-jet and missing transverse energy trigger rates increase expo-
nentially with luminosity and number of interactions per bunch crossing. As increasing
the energy thresholds to maintain the limited bandwidth cuts out interesting physics, the
Phase 1 upgrade plans to improve the L1 trigger inputs by a higher granularity in the
LAr calorimeter readout. Therefore the LAr trigger readout electronics are going to be
upgraded during LS2 [148]. The details of this upgrade are described in section 5.2.

It is planned to replace the small wheels in the muon spectrometer (MS) by new ones
(NSW) to reconstruct muon tracks with higher precision and to improve the inputs to the
L1 trigger [149]. In particular, the L1 trigger input fake rate from low energy particles
has been measured to be about 90% in an analysis done on 2012 proton-proton collision
data. This will be signi cantly improved by the NSW for 18] j < 2.5. Additionally
the modules of the inner barrel in the barrel to end-cap transition regiorgf L < 1.3
will be replaced by a new triplet of Resistive Plate Chambers (RPCs) to reduce the fake
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Figure 5.3.: L1 trigger rates as a function of instantaneous luminosity for (left) elec-
tron or photon (EM18VH), muon (MU15), hadronically decaying tau lep-
ton (TAU40), jet (J75) and missing transverse energy (XE40) and (right)
di erent forward jet triggers from proton-proton collisions in 2012 [147].

trigger rate in this region, too [150].

The proposed Fast Tracker (FTK) is an hardware based global track reconstruction
for events selected by the L1 trigger [151]. It uses information from the SCT and the
pixel detectors, including the IBL. More than 1,000 FPGAs will perform the pattern
recognition and the track tting. The output will serve as input to the high-level trigger
(HLT).

The Trigger and Data Acquisition (TDAQ) system will be updated to cope with the
changes to the detector and to maintain the low trigger thresholds at the high instanta-
neous luminosity of Run 3 [152].

5.1.2. Phase 2 ATLAS detector upgrade

Several upgrades of the ATLAS detector are necessary to sustain the harsh radiation
conditions at the HL-LHC [143].

It is planned to replace the inner tracker by an all-silicon tracker and to upgrade the
trigger to use track information at low-level.

For the calorimeters and muon spectrometers the readout systems are upgraded and
the new trigger system will use their information at high rates and granularity. The
program foresees e.g. the replacement of the current LAr main readout electronics, which
is described in section 5.4. The MS upgrade foresees the addition of a new layer of RPCs
in the innermost barrel layer.

An extrapolation of the Phase 1 L1 trigger rates to HL-LHC luminosity without in-
creasing trigger thresholds would lead to trigger rates of more than 500 kHz exceeding
the bandwidth for input to the HLT. Therefore the low-level trigger will be split into
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two: LO, which uses e.g. the super cells from the LAr calorimeter and has an output
rate of 1 MHz within a latency of 6s and L1, which uses tracking information and full
LAr calorimeter granularity to reduce the rate further to about 200 kHz at an additional
latency of 14 s.

5.2. Phase 1 LAr Calorimeter readout electronics
upgrade

The current L1 trigger system uses trigger towers with a pseudorapidgglar angle

size of = 0.1 0.1inthe EMB as inputfrom the LAr Calorimeter. The Phase 1
upgrade of the LAr Calorimeter readout electronics foresees an increase of granularity
by a factor of 5 to 10, resulting in the so-called super cells, which are re ned sums of
LAr Calorimeter cells as sketched in gure 5.4. Longitudinal shower information is

Figure 5.4.: L1 trigger granularity in the EMB (left) in existing system and (right) after
the Phase 1 upgrade to super cells [148].

added by separating the four layers in the new readout format. This is illustrated for a
simulated shower of an electronin gure 5.5. New discriminant variables can improve to
distinguish interesting physics objects as electrons and hadronically decaying tau leptons
from jets at the L1 trigger level.

A schematic diagram of the Phase 1 LAr Calorimeter readout electronics upgrade is
shown in gure 5.6 with the new components indicated by red outlines and arrows. To
perform the analog sums to the super cell signals the current LSBs will be replaced. New
Base-planes are needed to keep the compatibility with the existing set-up and to route
the new super cell signals, which brings about ten times more signal lines. The LAr

127



Figure 5.5.: Shower of a simulated electron with a transverse energy of 70 GeV (left)
in current L1 trigger towers and (right) in super cells after Phase 1 up-
grade [148].

Figure 5.6.: Phase 1 LAr Calorimeter readout electronics upgrade with new components
shown by red outlines and arrows [148].

Trigger Digitizer Boards (LTDBS) receive, digitize and send the super cell signals to the

o -detector back-end system, the so-called LAr Digital Processing System (LDPS). It
calculates the transverse energy of each super cell and various sums of super cells at xed
latency and sends the results continuously at 40 MHz to the L1Calo feature extractors.
The old analog trigger path using the trigger towers from the TBBs will remain for backup
while commissioning in Run 3. It is planned to be removed at Phase 2 upgrade.
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5.2.1. Front-end electronics upgrade
5.2.1.1. Base-plane, FEBs and LSBs

The connectivity, cross-talk and noise performance has been veri ed for the standard
base-planes for EMB and EMEC with prototypes and the production has started. The
development of the special base-planes for EMEC, HEC and FCAL is progressing. The
procurement of common parts such as ground springs and alignment pins is ongoing.
The FEBs will remain unchanged until Phase 2, but the LSBs will be replaced to comply
with super cell signal summing. Their production is ongoing.

5.2.1.2. LTDB

There are a total of 124 LTDBs reading 34 thousand super cells to be installed. Each
LTDB reads up to 320 super cells. It digitizes analog signals with 12 bits at 40 MHz
using custom analog-to-digital converters (ADCs). The digital signals are transmitted
using 40 optical links at 5.12 Gb/s with custom application-speci c integrated circuits
(ASICs). It has 5 GigaBit Transceiver (GBT) serializer-de-serializer links for trigger,
timing and control (TTC) signals. Its power distribution board (PDB) has to comply
with the total power consumption of around 125 W. The whole system is on the detector
and thus, all components need to be radiation-tolerant. It has full compatibility with the
Phase-2 upgrade. The nal design has been xed and prototypes are being produced.

5.2.1.3. LTDB custom ADCs

Each LTDB requires 80 custom ADCs that continuously process the sampling and digi-
tization of four super cell signals at 40 MHz. The power dissipation is less than 50 mW
per channel and the latency must be less than 200 ns. The dynamic range is 11.7 bits per
sample. The Nevis13 ADC ful Is all requirements. Its layout is based on a 130 nm IBM
CMOS 8RF of 3.6 mm 3.6 mm with 72 quad- at no-leads (QFN) pins. It uses four
multiplying digital-to-analog converters (MDACS) for the most signi cant bits and one
successive approximation ADC (SAR) for the lower eight bits. It is tested for radiation

up to 10 Mrad which corresponds to 100 times more than currently expected at HL-LHC.

5.2.1.4. LTDB optical links

Two kinds ASICs for optical links on the LTDB are developed. The serializer (LOCx2) is
based on a 250nm silicon-on-sapphire technology with a die of
6.0mm 3.7mm and 100 QFN pins. Its output is at 5.12 Gb/s at a latency of less than
75ns. It has about 1 W of power consumption. The laser driver (LOCId) uses the same
technology as the LOCx2 on a die of 2.1 mml1.1 mm and 40 QFN pins. It is a dual-
channel vertical-cavity surface-emitting laser (VCSEL) driver. Both ASICs have been
tested on radiation-tolerance. Only few change in the output eye diagrams has been ob-
served after about 200 kHz. The wafers are produced and tests on the LTDB prototypes
are ongoing.
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5.2.2. Back-end electronics upgrade
5.2.2.1. LDPS

The LDPS receives the digital 12 bit data from the front-end system. It calculates the
transverse energy of each super cell and various sums of super cells at xed latency and
transmits the results at 40 MHz to the L1Calo feature extractors. Additionally it bu ers
the calculated results for a readout upon L1 trigger decision for debugging and monitor-
ing. Because the back-end LDPS is o -detector, there is no need to be radiation-tolerant
as the front-end system. Its main component are about 30 LAr Digital Processing Blades
(LDPBSs) which read the outputs of 124 LTDBs. Each LDPB consists of one LAr carrier
board (LArC) with four advanced mezzanine cards (AMCs) and a rear transition mod-
ule (RTM). Itis a custom advanced telecommunications computing architecture (ATCA)
board and uses a Xilinx Virtex7 FPGA. It carries four AMCs and drives the communi-
cation to the FELIX system [153] and the data acquisition for the data monitoring. The
AMCs have 48 input bres at5.12 Gb/s and the same amount of output bresat11.2 Gb/s.
They are called LATOME, acronym for LAr trigger processing mezzanine.

5.2.2.2. LATOME

The LATOME receives super cell data from the LTDBs at 5.12 Gb/s on up to 48 optical
links. Itis responsible for the computation of transverse energies of super cells and sums
of super cells using optimal Itering algorithm (OF) [11] at xed latency. It assigns
bunch crossings by timing measurement. Finally it sends the data at 11.2 Gb/s on up to
48 optical links to the L1 trigger. Furthermore it monitors the data and sends report to
the DAQ system upon request. In gure 5.7 a picture of the LATOME board prototype

is shown. Its heart is an Intel Arrial0 FPGA. First prototypes have been successfully
tested and integrated. The validated features include the optical links up to 11.2 Gb/s,

Figure 5.7.: Picture of the LATOME board.
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1 Gb Ethernet and GBT. The system test is ongoing to check all functionalities and the
communication of the LDPB with other systems.

The rmware of the LATOME is build in a modular way and consists of following
parts. The input stage treats the reception of the ADC data at 40 MHz and aligns the
input bres to the same time reference (TTC). The con gurable remapping matches the
input channels to the detector geometry. The user code computes the transverse energy
at the correct bunch crossing time using OF. The output summing calculates sums of
super cell transverse energies for various L1Calo feature extractors and sends the data
to L1 trigger system at 40 MHz. It has a latency of less than 375 ns and bu ers ADC
data and energies for at least 24§ which allows to monitor at the L1 trigger rate of
100kHz. All LATOME rmware blocks have been developed and are under test. The
overall system test on the hardware is ongoing.

5.3. LAr demonstrator

The LAr demonstrator is a pre-prototype of the calorimeter readout of the L1 processors.
It has been installed in 2014 during LS1 at the ATLAS experiment. It covers 3.1% of
the EMB and is located at 2 [0,1.4] [1.77,2.16]. Before its installation no
disturbance to the current system has been veri ed. It validates the energy reconstruction
and bunch-crossing identi cation development. The system is successfully calibrated
and data from proton-proton (and heavy-ion) collisions is taken during the Run 2. Two
LTDB prototypes provide the analog summing of calorimeter cell signals to super cells
at the rate of 40 MHz. The AMC pre-prototypes are the so-called ABBAs (ATCA board
for a baseline of liquid argon acquisition). In early 2018 the two LTDBs and the LDPS
have been replaced by the nal prototypes. This includes two LATOME boards, which
are then tested in 2018 proton-proton collisions.

5.3.1. LTDB pre-prototypes

The two LTDBs handle each up to 320 super cell signals in two slice$13f0 super cells

in the EMB for one slice of withO< < 1.4). The super cell signals are digitised with

a commercial, not radiation-tolerant 12 bit ADC (T1 ADS5272). On one 4.8 Gb/s optical
link eight super cell signals are multiplexed. Two prototypes with di erent technology
have been developed by several institutes. The rst one uses an analog mezzanine and a
digital main board and the second one uses a digital mezzanine together with an analog
main board. Both versions are successfully operated during Run 2.

5.3.2. ABBA LDPS pre-prototypes

The ABBA is the pre-prototype for the LDPS and a picture with its components is shown
in gure 5.8. One ABBA receives the digital signals of up to 320 super cells from one
LTDB on up to 48 optical links at 4.8 Gb/s. It stores the ADC super cell data in circular
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Figure 5.8.: Picture of the ABBA with its optical links and three FPGAs.

bu ers and sends it using the IP-based protocol IPbus over user datagram protocol (UDP)
on a 10 Gb Ethernet upon a L1 trigger accept in the so-called "'monitoring mode'. It
contains three Intel (former Altera) Stratix4 FPGAs.

In end of 2017 three ABBA boards were installed in the ATLAS counting room. The
online software is operational and read out in parallel with the ATLAS default readout
since October 2015. It has been integrated in the automated ATLAS data acquisition
since November 2016 with still separate data- ow. In early 2018 the ABBAs have been
replaced by the new prototypes of LATOME boards.

5.3.3. Performance in calibration

In the calibration of the demonstrator electronic pulses are sent by the same calibration
board as the one used for the LAr Calorimeter calibration. The size of the calibration
pulse is given by the DAC value, which can be set as a value between 0 afi0Atgx=
216 1 = 65,535. Additionally the pulse can be delayed by up to one clock cycle of
trrc = 1=40.08 MHz= 24.95ns in steps of tyelay=  trrc=239.
Its response in the demonstrator is measured by the LDPS in ADC. The full pulse
shape in a super cell can be measured by scanning the delay, e.g. in stepdf,10
In the presented calibration studies 40 samples have been measured which corresponds
to a total scanned time of up to 1,000 ns.
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The distribution of measured ADC as a function of time is shown in gure 5.9 (left) for
four super cells in di erent layers of the EMB for calibration pulses with DACL000
to each constituent LAr Calorimeter cell. All pulses start with a pedestal which is used
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Figure 5.9.: Pulse shapes in calibration for (left) four representative super cells in di er-
ent layers at calibration pulses with DAC1,000 and (right) one super cell
in the front layer at di erent DAC values [10].

for noise measurement. Although its value is usually at an ADC of about 1000, for
simplicity here the ADC usually refers to the measured value with subtracted pedestal.
Because the over time integrated pulse shapes are zero by construction they start with a
peak from which the pulse height can be measured, followed by a long lasting undershoot.
Depending on the detector and electronics properties the shapes di er for di erent super
cells.

The response to di erent DAC values of injected calibration pulse for a super cellin the
front layer is shown in gure 5.9 (right) and shows a good linearity up to BAG,000.
Beyond that analog saturation already before the LTDBs of the demonstrator is observed
as expected.

Figure 5.10 (left) shows the measured pulse heights in ADC for 140 super cells at

= 1.82 and 0< < 1.4 in the four layers of the EMB for injected calibration
pulses with DAC= 1,000. The corresponding equivalent transverse enekjidsr
LAr calorimeter cells can be calculated from the relation of

DAC 5V

Ex(DAC; ; 1) = maxDAC) R(:1) of;1) Sn2arctane &1

whereR( ; 1) andc( ; |) are the layerlj and dependent resister and current to target
energy E) conversion constants, respectively, and the last factor is due to the conversion
from total to transverse energy. For the super cell transverse energies the constituent LAr
calorimeter cells are summed:

Er(DAC; ; I) = X Ecl(DAC; e 1): (5.2)

constituent cells

The prediction of the transverse energies for the 140 super cells from above is shown in
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Figure 5.10.: For each super cell in the EMB at 1.82 and < < 1.4 (left) mea-
sured pulse heights (ADC) in calibration and (right) predicted equivalent
transverse energy for an injected calibration pulse with BAC 000 [10].

gure 5.10 (right).
From the pulse height measurements and the predicted transverse energies each super
cell is calibrated with calibration constants

K(: 1) = Er(1;000 ; I)

~ ADC(1;000 ; I) (5-3)

which can be used e.g. in pulse measurements of collision data to roughly estimate the
super cell energy vi&r(; 1) = k(; I) ADC(; I).

The noise level, shown in gure 5.11 for the same 140 super cells as above, is the root
mean square (RMS), measured in calibration with the pedestal data points of the rst
50 ns of super cell pulse shapes. It is given both in ADC and in equivalent transverse en-
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Figure 5.11.: Noise level for each super cellinthe EMB at 1.82and & < 1.4in
(left) ADC and (right) equivalent transverse energy [10].

ergy, using the calibration constaiks; 1). Consistently with test bench measurements
it is well below 1 ADC and less than 300 MeV, respectively. At 0.8 the change
of absorber thickness, electrodes and calibration resistors leads to an expected jump of
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noise.
Figure 5.12 shows the linearity and saturation, as in gure 5.9 (right), for four su-
per cells in front and middle layer at low and high Good linearity is observed up to

Figure 5.12.: Pulse heights for super cells in front and middle layer at low and high
(ADC) versus (left) DAC value of injected calibration pulse and (right)
equivalent transverse energy [10].

DAC = 8;000 and DAC= 6;000 for the super cells in front and middle layer, respec-
tively. This supports the use of calibration constants at the range of transverse energies
up to few hundred GeV for the super cells as rst rough estimate of their transverse en-
ergies.

5.3.4. Performance in hadron collisions

Since 2015 data is taken with proton-proton and heavy-ion collisions. Therefore a ded-
icated topological L1 trigger item is required, which selects EM clusters in the LAr
demonstrator region. The L1 trigger typg is an 8 bit number with each bit addressing

an event property as summarised in table 5.1. Events in the demonstrator are triggered

. . ) P .
Table 5.1.: Properties of the bitfor the L1 trigger typel ; = ;2.

biti 0 1 2 3 4 5 6 7
Zero- Calori- LAr de- CTP NIMDIR, .
property| Random bias  meter Muon monstratorFTK ALFA Physics

if T, > 0x90= 2*+ 27, which corresponds to the bits 4 and 7 for the LAr demonstrator
and physics, respectively. Figure 5.13 shows the distributidn0ih events from 2015
proton-proton collision data. Both the demonstrator and the ATLAS main readout show
a similar distribution of the triggered events with the most common trigger types 0x94
(bits 2, 4 and 7) and 0x9c (bits 2, 3, 4 and 7). The good coverage of the demonstrator
region by reconstructed electrons and jets in the ATLAS main readout is shown in g-
ure 5.14 for one proton-proton collision data-taking run in October 2016. Partially the
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Figure 5.13.: Distribution of L1 trigger typ&_; in 2015 proton-proton collision events
with T, ; > 0x90 in (left) demonstrator and (right) ATLAS main readout.

Figure 5.14.: Distribution in and of (left) electrons and (right) jets in events with L1
trigger typeT.; > 0x90 in ATLAS main readout in a run from October
2016. The region of the demonstrator marked with black lines is well cov-
ered. The spot in the jets distribution (at 0.5 1.7)is arelict
which is cleaned by data quality assessment in physics analyses.

region was not well covered in former runs which has been xed by the ATLAS L1Topo
team.

The collected demonstrator data can then be analysed and compared with the events
read out by the ATLAS main readout. Until end of 2016, the data taking of the demon-
strator had not been integrated in the automated ATLAS data acquisition. Therefore
the matching of events from both readout streams has been a challenge. The developed
matching algorithm uses the L1 trigger type, the bunch crossing identi cation number
(BCID) and the L1 identi cation number (L1ID). The L1ID is a 32 bit number with 24 bit
for the event counter (EVID), delivered by the L1 trigger and 8 bit for the event counter
reset counter (ECRC). The latter has not been identical in events from ATLAS main and
demonstrator readout and therefore has not be used in the matching. Although the com-
bination of these identi ers is not absolutely unique, it is su cient to the matching. E.g.
in 126,000 ATLAS events there are eight pairs of events with the same identi ers.

Ina rststep the transverse energy of a super cell in the demonstrator readout can be ap-
proximated multiplying the pulse heights by the calibration constants in equation 5.3. An
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example for an event from 2015 proton-proton collision data is shownin gure 5.15. The

ATLAS Work in Progress LAr demonstrator (run 287232), layer 2 ATLAS Work in Progress ATLAS main (run 287224), layer 2
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Figure 5.15.: Distribution of transverse energies for one event from 2015 proton-proton
collisions in (left) super cells of the demonstrator and (right) summed con-
stituent LAr cell transverse energies of the ATLAS main readout in the
middle layer. The colourful boxes label the regions where electrons and
photons are reconstructed in the ATLAS main readout.

signature in both the super cells of the demonstrator readout and the summed constituent
LAr cell transverse energies of the ATLAS main readout is shown. Good agreement is
observed between the two di erent readouts. Furthermore distinct particle showers in
the demonstrator readout can be matched to reconstructed objects from the ATLAS main
readout. The reconstructed electrons and photons in this event are marked with colour-
ful boxes and their properties are summarised in table 5.2. Their positions nicely

Table 5.2.: Properties of the reconstructed electren} &nd photons () in the event
from gure 5.15 in the ATLAS main readout, selected in the demonstrator

region.
particle | pr [GeV] marker colour in gure 5.15
e 11.0 0.55 1.95 yellow
e 5.6 1.39 2.14 light blue
e’ 6.7 1.32 1.82 red
e 3.2 0.68 1.79 -
6.3 0.27 1.89 green
4.8 1.32 1.82 red

match with the showers of transverse energies observed in the super cells of the demon-
strator readout. The white areas in gure 5.15 appear due to data quality assessment for
super cells with data corruption.

The ADC pulses are measured in the detector at equidistant samples with about 25 ns
di erence. In the current readout of the LTDB in "'monitoring mode' in most of the
collision data-taking 50 samples had been read in parallel, which is possible due to the
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circular bu ers in the ABBA boards. This has been only possible at low trigger rates.
E.g. the trigger rate of the L1 trigger wiff ; > 0x90 has been about 1Hz. In the
planned readout of digitised super cell information at a rate of 40 MHz as input to the L1
trigger only up to ve samples can be evaluated per pulse. The optimal ltering (OF) is
used to estimate both the transverse energy from the pulse amplitantthe timing

via

X
A= a3
i
t= 1% p 5.4
= DS (5.4)
from the measured sampl8s(i = 0, ..., 4) using OF coe cientsy; andb; obtained in

calibration [11].

While the above described performance studies have been done by myself, validating
the basic functionality of the demonstrator system, the following plots using the advanced
OF have been published by the LAr Calorimeter group using calibration coe cients and
proton-proton collision data from 2017.

Figure 5.16 shows the comparison of measured normalised and averaged pulse shapes
in two super cells (one in front and one in middle layer) in demonstrator collision data
from August 2017. It has been checked, that the applied quality cuts do not bias the pulse

Figure 5.16.: Normalised and averaged pulse shapes for two super cells in (left) front and
(right) middle layer. The measured samples of the pulses in proton-proton
collision data from August 2017 are shown in red. The predicted pulses in
black are estimated using the response transformation method on the OF
coe cients. The estimates ol easandteasuse ve samples around the
peak sample (dashed line) [10].

shapes. The averaging uses 133 and 282 events in the front and middle layer, respectively.
The normalisation is obtained from the transverse energies, measured in the matched
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events by the ATLAS main readout. A good agreement is observed between the pulse
shapes from collision data and prediction. The di erence in shape at about 500 ns after
the pulse peak is expected and originates from the modelling of the electrode positions
in the LAr calorimeter.

The timing distribution of the two super cells is given in gure 5.17. An excellent tim-

Figure 5.17.: Timing distribution for two super cells in (left) front and (right) middle
layer. The dashed vertical lines mark the means of the distribution which
are slightly shifted from the prediction due to the preliminary calibra-
tion [10].

ing resolution with the root mean square (RMS) ns is observed. It is much smaller

than the time between two bunch crossings of about 25 ns and hence pulses can be eas-
ily matched to a given bunch crossing. Further this helps to discriminate signal pulses
against e.g. backgrounds from out-of-time pile-up. The di erence of the mean from
the prediction is already small and can be further improved by using more up-to-date
calibration.

The di erence in transverse energy measurement by the demonstrator and the ATLAS
main readout in the two super cells of above is shown in gure 5.18. A good linearity
between the two readouts is observed and the width of the distributions is 107 MeV and
143 MeV in the front and back layer super cell, respectively. This is consistent with the
expected noise level shown in gure 5.11. The means of the distributions are slightly
shifted by less than 10 MeV because of an outdated calibration.

Finally, gure 5.19 shows an event display of a particle shower in comparison of
demonstrator and ATLAS main readout in the whole demonstrator region. The shower
in both readouts look compatible with each other. Compared to gure 5.19 all four layers
are shown here and the super cell energy estimate uses the more advanced technique of
OF.
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Figure 5.18.: Transverse enerdy;f measurement for two super cells in (left) front and
(right) middle layer. Each entry in the histograms corresponds to one event.
In the top plots the super cell's transverse_ endggy in the demonstrator
is compared with the sum of constituent cellg sc E} in the maip readout
and in the bottom plots the distribution of their di erengg® i2sc Er
for Ef€ > 2 GeV are shown [10].

Figure 5.19.: Event display of a particle shower as seen by (left) the demonstrator and
(right) the ATLAS main readout [10].
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5.4. Phase 2 LAr Calorimeter readout electronics
upgrade

The Phase 2 upgrade foresees the replacement of the main readout electronics of the
LAr Calorimeter. Some parts of the current front-end boards are not radiation-tolerant
beyond Run 3 and need to be replaced to survive the full HL-LHC run.

Figure 5.20 sketches the planned upgrade of the readout electronics. The new readout

Figure 5.20.: Phase 2 LAr Calorimeter readout electronics upgrade with new compo-
nents shown by red outlines and arrows [143].

electronics will digitise the transverse energies and timing information of all calorimeter
cells in full granularity at 40 MHz. The ampli ed, shaped and sampled signals from the
upgraded front-end boards will be transmitted via optical links to the upgraded back-end
readout driver system (ROD). There the physics information of the cell signal pulses is
calculated using OF in FPGAs.

The upgraded low-level trigger systems will be able to use both the calorimeter cell
and the super cell information with high exibility. The currently used analog trigger
path with trigger towers will be decommissioned during LS3.
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5.5. Conclusion

To comply with the challenging requirements of radiation and high background from pile-
up collisions in the environment of up to 3 (7.5) times luminosity in the LHC (HL-LHC)
future the ATLAS LAr calorimeter will be upgraded in two steps.

After the Phase 1 upgrade during the LS2 in 2019 2020 the trigger path will be digi-
tized at the front-end level with increased granularity. New LTDB (front-end) and LDPS
(back-end) systems have been developed. The digitization and readout of this system
will be done at 40 MHz. Speci c¢ radiation tolerant ADCs and optical links have been
designed and tested for the LTDBs. The production has been started in 2018.

To test the performance in the environment of hadron collisions, a demonstrator system
has been installed and successfully run since 2015 for data-taking from proton-proton
and heavy-ion collisions. This gives valuable data to study the lItering algorithm de-
velopment for super cell energy measurement. Good agreement of the particle showers
between demonstrator and main readout has been observed. The timing of the super cells
shows an excellent performance with an RMS of about 1 ns, which allows to identify cor-
responding bunch crossings. In February 2018 the LTDB and LDPS have been replaced
by the nal prototypes to test the full pre-production readout chain with proton-proton
collision data in 2018.

The Phase 1 upgrade is a stepping stone towards the full readout upgrade in Phase 2
which will allow the low-level trigger system to use calorimeter cell information with
the full granularity with 40 MHz at each bunch crossing.
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Conclusion

The Standard Model of particle physics (SM) is a very successful theory describing the
fundamental particles and their interaction. The experiments at the LHC have so far
con rmed its predictions with unprecedented precision. After the Higgs boson has been
discovered and the QCD and electroweak interaction have been measured precisely in
Run 1, the focus of Run 2 with increased center-of-mass energy and luminosity lies on
the investigation of the Higgs boson couplings and on searches for new physics. In Run 1
the top quark Yukawa coupling {) could be measured with a precision of 15% only due

to its contribution in top quark loops of the Higgs boson production with high cross
section (gluon-gluon fusion) and of the Higgs boson decay to a pair of photons. Because
it contributes at tree-level in the associated Higgs boson production with a pair of top
guarks ftH), the search for this production mode is carried out by both the ATLAS and
the CMS collaborations.

The presented search in multileptonic nal states in 36.1 ff proton-proton colli-
sions an s= 13TeV, recorded by the ATLAS detector, uses advanced techniques for the
background estimates and discrimination. | have been mainly responsible for the prepa-
ration of input samples and the implementation of the statistical analysis for the result
extraction. ThetH production has been found at a value @ 1 0:3(stat) 0:3(syst)
times the SM expectation in good agreement with the SM. The statistical signi cance
of this excess is 4.1 standard deviations, while 2.8 are expected. Unlike in the search
for ttH with H ! bb which is dominated by systematic uncertainties and the searches
with H ! orH! ZZ! 4 which are statistically dominated, the statistical and
systematic uncertainties are of same size intthe! multilepton result. The major
systematic uncertainties are those related tatHesignal cross section, to the jet en-
ergy scale and resolution, because nal states with many jets are investigated, and to
the data-driven estimate of non-prompt light lepton background, which dominates the
background in the most signi cant 8S and 3 channels. The impact and correlation of
these uncertainties and the behaviour of the t with respect to con guration changes has
been studied extensively.

The channel with three light leptons |3s the second most signi cant channel. | have
presented my studies of an alternative signal and control region de nition which has simi-
lar performance as the one used in the published article. While the standard classi cation
simultaneously optimises for the signal and di erent background categories with high
purities, the alternative classi cation bene ts from the high statistics in the most signi -
cant bins of the signal region. Both classi cations have an expected signal signi cance
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of about 1.5 standard deviations.

The search for theeH production in multileptonic nal states has been pre-published
in October 2017 and published in April 2018 [4] including the combination with searches
in other Higgs boson decay channels with 36.1fbf Run 2 data, collected by the
ATLAS detector. In April 2018 the CMS collaboration reported the observation of
thettH production in combination of Run 1 and Run 2 searches with an observed (ex-
pected) signi cance of 5.2 (4.2) standard deviations [127]. In the meanwhile, searches
with H ! andH ! ZZ! 4, where the statistical uncertainty is dominant, have
been repeated by the ATLAS collaboration using 79.8 fof proton-proton collisions
from 2015 2017 [5]. The measureidH production cross section ats = 13 TeV is
670 90(stat) * 133 (syst) fb, compatible with the SM expectation of 50%fb [6].

The Run 1 and Run 2 combined observed (expected) signi cance is 6.3 (5.1) standard
deviations. Because the cross section scales at tree-level fyithis discovery estab-
lishes the rst direct measurement of the coupling between the top quark and the Higgs
boson with a precision of 10%.

Although, thettH production has been found at the expected event yields, new physics
may hide in a di erent phase space. It can enhance the avour-changing neutral currents
(FCNC) in top quark decays by many orders of magnitude. E.g. the branching ratio of
thet ! Hc decay can increase from 310 ¥ inthe SMupto 2 10 2 in generic
models with two Higgs doublets. Because the presented searth foHq (q = u or
c¢) decay in multileptonic nal states uses the same basic selection for 8@ @nd the
3" channels as theH ! multilepton analysis, many developments, e.g. the estimate of
backgrounds, could be reused. | have developed a robust model for the treatment of the
signal contamination in the control regions for the estimate of the dominant background
of non-prompt light leptons. Like in theH ! multilepton analysis my work on the t
and implementation of systematic uncertainties has been essential in the extraction of
the results. No enhancement of the Hq decay branching ratios has been observed
and upper limits at 95% con dence level are observed (expecteB)(tat Hc) <
1:6 (15) 10 2andB(t! Hu) < 1:9(1:5) 10 3[9]. The combination with searches
in other Higgs boson decays and additional data will further improve these limits.

Upgrades of the LHC and its experiments are planned for 2019 2020 (Phase 1) after
the full Run 2 data-taking. A demonstrator for the ATLAS Liquid Argon Calorimeter
readout upgrade has been operated on the ATLAS detector since 2015. | have presented
my early performance studies of calibration and of the rst data in proton-proton col-
lisions. An upgraded version of this demonstrator with the nal prototype has been
installed in the beginning of 2018 and its parts are tested for a successful installation on
the full detector. The Phase 2 upgrade prepares for the high-luminosity LHC, which aims
for a total integrated luminosity of 3,000 fbat a center-of-mass energy of 14 TeV. This
will allow to improve the precision of the Higgs boson coupling measurements. Unitil
now, new physics has been hiding, but the future searches may reveal it. My preliminary
extrapolations of both the presentgll ! multilepton and thé ! Hqg! multilepton
analysis expect an improvement of factor two in cross-section uncertainty and limits on
the branching ratios, respectively.
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A. Monte Carlo simulation samples

The con gurations of the Monte Carlo simulation samples, used in the presented

searches faitH andt !

Hqgin multileptonic nal states, are summarised in table A.1 for

all signal and background processes. Di erent parton-level generators, parton showering

Table A.1.: Con gurations of Monte Carlo samples in searchestfdrandt !

Hgin

multileptonic nal states. The samples for the estimate of systematic uncer-
tainties are given in brackets for thiH, ttW, ttZ andtt. The alternative
samples fott are used in the estimate for thé Hq signal.

Process Generator ME order Parton Shower PDF (PS) Tune

ttH MG5_aMC [64] NLO Pythia 8 [72] NNPDF 3.0 NLO [60] A14 [154]
(MG5_aMC) (NLO) (Herwig++ [73]) (CT210 [63]) (UE-EE-5 [155])

tw MG5_aMC NLO Pythia 8 NNPDF 3.0 NLO Al4
(Sherpa2.1.1 [66—70]) (LO multileg) (Berpd (NNPDF 3.0 NLO) (®erpadefault)

tt(z= ! II) MG5_aMC NLO Pythia 8 NNPDF 3.0 NLO Al4
(Sherpa2.1.1) (LO multileg) (®erpd (NNPDF 3.0 NLO) (Perpadefault)

ttt, tttt MG5_aMC LO Pythia 8 NNPDF 2.3LO[59] A14

ttwrw MG5_aMC LO Pythia 8 NNPDF 2.3LO Al4

tHgb MG5_aMC LO Pythia 8 CT10 Al4

tHW MG5_aMC NLO Herwig++ CT10 UE-EE-5

tz MG5_aMC LO Pythia 6 [71] CTEQ6L1 [61, 62] Perugia2012 [156]

twz MG5_aMC NLO Pythia 8 NNPDF 2.3LO Al4

s, t-channel, BwhegBOXv1[65] NLO Pythia 6 CT10 Perugia2012

Wt single top

tt PowhegBOX v2 NLO Pythia 8 NNPDF 3.0 NLO Al4
(PowhegBOX v2) (NLO) (Herwig 7 [157]) (NNPDF 3.0 NLO) (H7-UE-MMHT [155])
(Sherpa2.1.1) (NLO) (Serpg (NNPDF 3.0 NLO) (Berpadefault)
(MG5_aMC) (NLO) (Pythia 8) (NNPDF 2.3 NLO) (A14)

tt MG5_aMC LO Pythia 8 NNPDF 2.3 LO Al4

tt,t! Hq MG5_aMC NLO Pythia 8 NNPDF 3.0 NLO Al4

VV(! 1IXX), Sherpa2.1.1 MEPS NLO  8erpa CT10 Serpadefault

qqvyV, VW

Z! Sherpa2.2 MEPS NLO  S®erpa NNPDF 3.0 NLO Perpadefault

and hadronisation and parton distribution functions (PDFs) are combined as described
in section 2.3.1. The underlying-event tuned parameters of the parton shower are given
in the column "Tune'. The PDF used for the parton shower (PS) is given in the table. The
PDF for the parton-level generators is NNPDF 2.3 LO for samples using the A14 tune
and it is CTEQ6L1 for samples using either the UE-EE-5, H7-UE-MMHT or the Peru-
gia2012 tune. The heavy- avour hadron decays are generat&ligyen 1.2.0 [158]

for Pythia 6 andPythia 8 samples. Leading-logarithm photon emission is modelled
by either the parton shower generatoRHMOTOS[159].
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The simulation of thetH, ttW, ttZ, multi-boson and top quark production samples is
described in the references [160 162].
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B. Pruning and smoothing

Two algorithms are used in order to decrease the time of t workspace creation and the
t with only few impact on the nal result. The parameters are tested in the following
for an Asimov twith 4y = 1including the 2SS, default 3and 4 channels.

The rst algorithm is the so called pruning. There are two pruning parameters, one for
normalisation and one for shape. A normalisation (shape) pruning parameter of e.g. 1%
means, that all nuisance parameters are dropped for systematics with an overall size (all
bins of the shape-uncertainty distribution) of less than 1% of the concerning yield of
this sample (of each bin). The scan of signi cance and workspace creation and tting
time is shown in gure B.1. The option of 1% for both normalisation and shape prun-

Figure B.1.: Scan of (left) expected signi cance and (right) workspace creation and t-
ting time in seconds for di erent settings for the norm pruning threshold
(x-axis) and the shape pruning threshaolehkis).

ing parameter performs best with acceptable workspace creation and tting time of less
than 100 seconds and almost no further drop in signi cance for lower thresholds. In the
following it is used as default.

The second algorithm is the so called smoothing, which is used to decrease the uc-
tuations in shape systematics due to low statistics of the estimate templates. Figure B.2
sketches the steps of the smoothing algorithm. Firstly bins are merged with a statistical
uncertainty greater thax. Then the number N of derivative changes in the distribution
is reduced iteratively untiN Y. Here the parameters chosen Are 8% andY = 4.

A study was performed testing the application and non-application of the smoothing
algorithm on di erent shape systematics. The impact of the di erent smoothing options
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Figure B.2.: Scheme of the smoothing algorithm.

Table B.1.: Impact of di erent smoothing options on the expected signi cance and
workspace creation and tting time for 8S and 3 channel as well as no-tau
channels combination.

Smoothing applied on ...

scales,PS,Gen scales,PS,Gen scales,PS,Gen scales,PS,Gen none
Channel trees trees trees

weights weights

data-driven
2°SS 1.84 (0m25s) 1.84(0m25s) 1.83(0m53s) 1.84 (1m46s) 1.84 (1m46s)
3 1.50 (0Om53s) 1.50 (0Om53s) 1.50(1m38s) 1.51(2m51s) 1.50 (2m56s)

no-tau combination 2.38 (Im28s) 2.38 (1Im30s) 2.38 (2m60s) 2.39 (4m57s) 2.38 (5m01ls)

on the expected signi cance is shown in table B.1. For the di erent smoothing options
the exact same errors on the signal strengtlh and only minor changes in expected

signi cances are observed. On the other hand the workspace creation and tting times
are much larger when less smoothing is applied, because many more shape-uncertainty
NPs are kept after pruning. It is decided to use the smoothing for all shape systematics
by default, as no signi cant change in signi cance is seen.
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Abstract

After the Higgs boson discovery at the Large Hadron Collider (LHC), the focus of exper-
imental particle physics is on the measurement of its interaction with other particles of
the Standard Model (SM). The interaction strength with SM fermions is determined by
the Yukawa coupling, which is proportional to the particle mass and therefore the largest
for the top quark.

This doctoral thesis describes the search for the associated Higgs boson production
with a pair of tgp quarkst{H) in a dataset of proton-proton collisions at a center-of-
mass energy of s = 13 TeV and with an integrated luminosity of 36.1 fh recorded
by the ATLAS detector in 2015 and 2016. Seven nal states, associated to di erent
Higgs boson decays into vector bosons or tau leptons and containing at least two leptons,
are optimised to get the best signal to background separation. An excess of events over
the SM background is observed with a signi cance of 4.1 standard deviations, while 2.8
are expected. In combination with search results obtained for other Higgs boson decay
channels, thétH production.has been discovered with the ATLAS detector using up to
79.8fb ! of collision data arP s= 7,8and 13 TeV.

Flavour-changing neutral currents in top quark decays into a Higgs boson and a light
up-type quarkt(! Hq) are strongly suppressed in the SM. New physics models can
predict at ! Hc decay branching ratio of 0.15%. The search for these decays in nal
states with two or three leptons observes no signal. An upper limit on the Hc
(t!' Hu) decay branching ratio at a 95% con dence level is set at 0.16% (0.19%) with
an expected limit of 0.15% (0.15%).

To bypass the limitation of an insu cient amount of collision data, the LHC and
its experiments foresee an ambitious upgrade plan. The current ATLAS Liquid Argon
Calorimeter readout will be replaced to get an increased granularity to improve the trig-
ger selectivity and avoid bandwidth saturation at high luminosity. A demonstrator system
has been operated since 2015 and its performance studied with calibration and collision
data.

Keywords: LHC, ATLAS, Higgs boson, top quatkH, FCNC, multileptonic nal states,
Liquid Argon Calorimeters upgrade



V4

Résumé

Apres la découverte du boson de Higgs au Grand collisionneur de hadrons (LHC), la
physique expérimentale des particules se concentre sur la mesure de son interaction avec
d'autres particules du modéle standard (MS). La force de l'interaction avec les fermions
du MS est déterminée par le couplage Yukawa, qui est proportionnel a la masse des
particules et donc le plus élevé pour le quark top.

Cette these de doctorat décrit la recherche de la production du boson de Higgs associée
a une paire de quarks topgH) dans un ensemble de données de collisions proton-
proton a une énergie de centre de massrbe@le 13 TeV et avec une luminosité intégrée
de 36,1fb?, enregistrée par le détecteur ATLAS en 2015 et 2016. Sept états naux,
correspondants a di érentes désintégrations du boson de Higgs en bosons vecteurs ou
en leptons taus et contenant au moins deux leptons, sont optimisés pour une meilleure
séparation du signal par rapport au bruit de fond. Un excés d'événements par rapport au
bruit de fond MS est observé avec une signi cation de 4,1 écarts types, tandis que 2,8
sont attendus. En combinaison avec des résultats de recherches avec d'autres canaux de
désintégration du boson de Higgs, la productiomttiea été découverte par le détecteur
ATLAS en utilisant jusqu'a 79,8 fo' de données de collisions &= 7, 8 et 13 TeV.

Les courants neutres, qui changent de saveur dans la désintégration du quark top en un
boson de Higgs et un quark légeér ( Hg), sont fortement supprimés dans le MS. Des
nouveaux modeles physiques peuvent prédire un rapport d'embranchenént e
de 0,15%. La recherche de ces désintégrations, avec un état nal a deux ou trois leptons,
n'observe aucun signal. Une limite supérieure sur le ratio d'embranchement ddc
(t ' Hu) avec un niveau de con ance de 95% est observé a 0,16% (0,19%) avec une
limite attendue de 0,15% (0,15%).

Pour contourner la limitation du nombre insu sant des collisions, le LHC et ses ex-
périences prévoient un plan de mise a niveau ambitieux. Le systeme de lecture actuel du
Calorimeétre a Argon Liquide ATLAS sera remplacé avec une granularité accrue pour
améliorer la sélectivité du systeme de déclenchement et éviter la saturation de la bande
passante a haute luminosité. Un systéme de démonstration est en service depuis 2015 et
ses performances étudiées avec des données de calibrations et de collisions.

Mots clés : LHC, ATLAS, boson de Higgs, quark tagH, FCNC, états naux multilep-
toniques, mise a jour des Calorimetres a Argon Liquide
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